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 هؤاقب نومضملا ءاضقلا قلاخ .هؤاخس ٌوجرملا ءاطعملا هلل دمحلا
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ABSTRACT 
IN recent years, the synchronization of chaotic systems has received 

significant interest and research attention due to its potential applications in 

various fields, such as secure communication, biological and physical 

systems, and structural engineering. À wide variety of approaches have been 

proposed for achieving synchronization of chaotic systems, including complete 

synchronization, generalized synchronization, and projective synchronization. 

IN this work, we focus on the problem of synchronization of fractional-order 

chaotic linear systems using suitable controllers and stability theory of linear 

integer order systems. The study emphasizes the importance of 

synchronization in chaotic systems, particularly in the context of fractional- 

order systems, and the simulation results validate the effectiveness of the 

proposed approach in achieving synchronization of fractional-order chaotic 

systems. 

Reyuonds : 

Associated with the topic include dynamical system, chaos, strange 

attractor, integer-order system, fractional-order system, and 

synchronization. 



RESUME 

Ces dernières années, la synchronisation des systèmes chaotiques a 

suscité un intérêt considérable et une attention de recherche en raison de 

ses applications potentielles dans divers domaines, tels que la 

communication sécurisée, les systèmes biologiques et physiques, et 

l'ingénierie structurale. Une grande variété d'approches ont été proposées 

pour atteindre la synchronisation des systèmes chaotiques, notamment la 

synchronisation complète, la synchronisation généralisée et la 

synchronisation projective. Dans ce travail, nous nous concentrons sur le 

problème de la synchronisation des systèmes linéaires chaotiques d'ordre 

fractionnaire en utilisant des contrôleurs appropriés et la théorie de la 

stabilité des systèmes linéaires d'ordre entier. L'étude met l'accent sur 

l'importance de la synchronisation dans les systèmes chaotiques, en 

particulier dans le contexte des systèmes d'ordre fractionnaire, et les 

résultats de simulation valident l'efficacité de l'approche proposée pour 

atteindre la synchronisation des systèmes chaotiques d'ordre fractionnaire. 

Mots-clés. 
Système dynamique, Calcul fractionnaire, Chaos, Système d'ordre fractionnaire, 

Contrôleurs, Synchronisation, Contrôle actif. 



 صسصخلس

 ‏ins اًهابتناو اًريبك اًمامتها ةيوضوفلا ةمظنألا نمازت بطقتسا ؛ةريخألا تاونسلا ىف
 ةيويحلا ةمظنألاو نمآلا لاصتالا لثم ؛تالاجملا فلتخم ىف ةلمتحملا هتاقيبطت ببسب

 قيقحتل جهنلا نم ةعساو ةعومجم حارتقا مت دقو .ةيئاشنإلا ةسدنهلاو ةيئايزيفلاو
 نمازتلاو ماعلا نمازتلاو لماكلا نمازتلا كلذ يف ‏Las ؛ةيوضوفلا ةمظنألا نمازت
 ةبترلا تاذ ةيوضوفلا ةمظنألا نمازت ةلكشم ىلع زكرن «لمعلا اذه ىف .يطاقسإلا
 ةحيحصلا ةبترلا تاذ ةمظنألل رارقتسالا ةيرظنو ةبسانم تامكحتم مادختساب ةيرسكلا

 ؛ةيوضوفلا ةمظنألا ىف نمازتلا ةيمهأ ىلع ءوضلا ةساردلا هذه طلستو .ةيطخلا
 ةيلاعف ةاكاحملا جئاتن دكؤتو ؛ةيرسكلا ةبترلا تاذ ةمظنألا قايس يف صاخ لكشبو

 ةيرسكلا ةبترلا تاذ ةيوضوفلا ةمظنألا نمازت قيقحت يف حرتقملا جهنلا

 ,ةبمازؤملا ص املعلا

 مكحتلا ؛نمازتلا ؛ةيرسكلا ةبترلا وذ ماظنلا ؛ىضوفلا ؛يرسكلا يلضافتلا باسحلا ؛يكيمانيدلا ماظنلا

 طشنلا
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The butterfly effect is a concept in chaos theory that suggests that small changes in initial condi-

tions can lead to significant differences in the outcome of a complex system. The term "butterfly

effect" was coined by mathematician and meteorologist Edward Lorenz in the early 1960s, based

on a hypothetical scenario involving a butterfly’s wings in Brazil potentially causing a tornado in

Texas.

The idea is that a small change in the initial conditions of a system can cause a chain reaction of

events that ultimately lead to a vastly different outcome. For example, a small shift in the wind

direction or humidity level could cause a storm to form in a different location, or a slight change

in the trajectory of a rocket could cause it to miss its target by a large margin.

The butterfly effect has important implications for a wide range of fields, from weather forecasting

to economics to biology. It suggests that even seemingly insignificant events can have far-reaching

consequences, and that predicting the behavior of complex systems can be extremely challenging.

Despite its name, the butterfly effect does not suggest that butterflies are actually capable of caus-

ing tornadoes. Rather, it is a metaphor for the idea that small events can have large consequences,

and that the behavior of complex systems can be highly sensitive to initial conditions.

Today, the butterfly effect remains an important concept in the study of chaos and complexity,

and continues to inspire new research and applications in a wide range of fields.
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General Introduction
Since the introduction of the term "chaos" by T. Li and J. Yorke in 1975, chaotic phenomena

and behavior have been observed in many natural and modeled systems in various fields such

as physics, chemistry, biology, ecology and more. The concept of chaos provides a more com-

prehensive understanding of the fundamental characteristics. The methods for analyzing chaotic

systems have matured over time, allowing for the broad use of nonlinear models in science and

technology. One advantage of nonlinear models is their ability to describe complex behavior with

a small number of variables and parameters. Engineering applications that benefit from these

models include lasers and plasma technologies, mechanical and chemical engineering, system

engineering and telecommunications [40].

Fractional order systems have become an active area of research in recent years, with the chaotic

dynamics of these systems gaining significant attention. It has been demonstrated that fractional

order systems, which generalize many well-known systems, can exhibit chaotic behavior, such as

the fractional Duffing system [41], fractional Chua system [42]-[43], fractional Rössler system

[44], fractional Chen system [45]-[46]-[47], fractional Lorenz system [48], fractional Arneodo’s

system [49]-[50], fractional Lü system [51], fractional Newton-Leipnik system [52] and fractional

Chen-Lee system [53].

The recent years have seen a significant interest in the chaotic dynamics of fractional-order sys-

tems, particularly in the control and synchronization of these systems. Studies have shown that

chaotic fractional-order systems can be synchronized [54]-[55]. However, in many literature

sources, synchronization among fractional-order systems is mainly explored through numerical

simulations based on the stability criteria of linear fractional-order systems, as demonstrated in

[57]-[57], or through Laplace transform theory, as presented in [58]-[59]. The chaos synchro-

nization technique is based on the notion that two chaotic systems might evolve on different

attractors, but when they are synchronized, they start on various attractors and eventually follow

the same course. The synchronization between two systems can be achieved when the trajectories

of two systems are matched [60]–[61]

Various control techniques have been developed for controlling and synchronizing fractional-

order chaotic systems, including active control, impulsive control, adaptive control, passive con-

trol, and sliding mode control.

The problem of synchronizing a fractional-order chaotic system is considered in this work. By

using appropriate controllers and the stability theory of linear integer-order systems, the synchro-

nization of the fractional-order chaotic system is achieved. Finally, the corresponding simulation

results are presented in Matlab to demonstrate the effectiveness of the proposed method.

5



This thesis consists of three chapters.

Chapter 1: provides definitions and preliminaries on dynamical systems, chaos, chaotic systems,

synchronization and types of synchronization. Additionally, basic definitions and properties of

fractional derivatives are presented, along with numerical methods for solving fractional differ-

ential equations.

Chapter 2: discusses examples of fractional-order chaotic systems.

Finally, Chapter 3 presents a study on the synchronization between two 3D and 4D fractional-

order chaotic systems.
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Chapter 1

Preliminaries

1.1 Introduction

In this chapter, we introduce some prelimanaries about dynamical systems and Chaos theory,Choatic

systems, synchronization and types of synchronization. Also,Basic definitions and properties of

fractional derivative are given with numerical method for solving fractional differential equations.

1.2 Dynamic Systems

A dynamical system consists of an abstract phase space or state space, whose coordinates describe

the state at any instant, and a dynamical rule that specifies the immediate future of all state

variables, given only the present values of those same state variables [1].

Mathematically, a dynamical system can be described by an initial value problem, which implies

that there is a concept of time and that a state at one time evolves into a state or a set of states at

a later time. Therefore, states can be organized according to time, and time can be represented

by a single quantity.

Dynamical systems are deterministic if there is a unique consequent to every state, or stochastic

or random if there is a probability distribution of possible consequents (the idealized coin toss

has two consequents with equal probability for each initial state)[1].

1.2.1 Definition

A dynamical system can be considered to be a model describing the temporal evolution of a sys-

tem. Its intellectual roots can be traced back to various fields, including mathematics, astronomy,

physics, meteorology and biology [1].

7



Chapter 1. Preliminaries

1.2.2 Classification

Dynamical systems can be classified into two main categories :

• Continuous dynamical system.

• Discrete dynamical system.

Definition 1.1 A continuous dynamical system can be mathematically described by a system of dif-

ferential equations [2]:
dX

dt
= f(X, t, p) where X ∈ Rnand p ∈ Rr

where f :Rn × R+ → Rn defines the dynamics of the continuous system.

Definition 1.2 A discrete dynamical system can be defined as a system of recurrent algebraic equa-

tions defined by [3]:

xk+1 = f(Xk, p) where Xk ∈ Rnand p ∈ Rr

where f :Rn × Z+ → Rn defines the dynamics of the discrete system.

1.2.3 Phase space

The phase space is a geometric representation of the state variables of a system and it can be

visualized in any number of dimensions. The state variables of a system determine its future

behavior and the phase space is a way to visualize how the system evolves over time. The phase

space can be used to analyze the long-term behavior of a system, such as whether the system ex-

hibits periodic or chaotic behavior and can help predict the behavior of the system under different

conditions [4].

1.2.4 Phase portrait

Dynamical regimes, such as a resting state or periodic oscillation, correspond to geometric ob-

jects, such as a point or a closed curve, in the phase space. Evolution of a dynamical system

corresponds to a trajectory (or an orbit) in the phase space. Different initial states result in dif-

ferent trajectories. The set of of all trajectories forms the phase portrait of a dynamical system,

though in practice, only representative trajectories are considered. Since it is usually impossible

to derive an explicit formula for the solution of a nonlinear equation, the analysis of phase por-

traits provides an extremely useful way for visualizing and understanding qualitative features of

solutions [5].

1.2. Dynamic Systems 8



Chapter 1. Preliminaries

1.3 Attractor

An attractor is a mathematical concept used to describe the behavior of a dynamical system. It is

a set of states towards which the system tends to evolve over time. When the system’s trajectories

get close enough to the attractor, they will remain close even if they are slightly disturbed. A

mathematical definition, for an attractor, is given as follows:

Definition 1.3 The set A is an attractor if [6]:

• For any neighborhood U of A, there exists a neighborhood V of A such that any solution

x(x0; t) = ϕt(x0)will remain in U if x0 ∈ V ,

• ∩ϕt(V ) = A; t ≥ 0,

• There is a dense orbit in A.

There are three main types of attractors in the phase space of a dynamical system: point attractors,

limit cycle attractors and strange attractors.

Point attractors

Point attractors, also known as fixed points, equilibrium points or steady states, are a type of

attractor in the phase space of a dynamical system. They are points towards which the system’s

trajectories converge over time and remain at rest.

Limit cycle attractors

Limit cycle attractors are periodic attractors, meaning that the system’s trajectories oscillate

around a closed curve in the phase space. The limit cycle can be stable or unstable, depend-

ing on the dynamics of the system.

Strange attractors

Strange attractors are much more complex than other attractors and are referred to as strange

when their fractal dimension is a non-integer value. Strange attractors are characterized by:

• Sensitivity to initial conditions (two initially neighboring attractor trajectories always end

up moving away from each other, This behavior reflects chaotic behavior), where small

differences in initial conditions can lead to vastly different outcomes over time.

• The dimension d of the attractor is fractal (not integer).

• The attractor has zero volume in the phase space.

1.3. Attractor 9



Chapter 1. Preliminaries

The term strange attractor was coined by David Ruelle and Floris Takens to describe the attractor

resulting from a series of bifurcations of a system describing fluid flow [7]. Certain types of

dynamical systems can have attractors that are strange but not chaotic, as has been demonstrated

[8].

Each type of attractor has its own unique properties and plays an important role in the behavior of

dynamical systems. By studying the attractors of a system, we can gain insights into its long-term

behavior and make predictions about its future evolution.

1.4 Fractional calculus

In the past few decades, fractional calculus has become a powerful tool for describing the dynam-

ics of complex systems that are commonly found across various fields of science and engineering.

Fractional calculus presents a new approach to calculus by introducing fractional operators, which

involve derivatives of non-integer orders. These operators extend the concept of integer-order

derivatives by accounting for both integer and non-integer orders [9].

In this section, we will outline the most commonly used definitions for general fractional calculus.

Definition 1.4 A real function f (x) with x > 0 is said to be in the space Cµ, where µ ∈ R, if there

exists a real number λ > µ such that f (x) = xλg(x), where g(x) ∈ C[0,∞). It is said to be in the

space Cm
µ if and only if f (m) ∈ Cµ for m ∈ N.

Definition 1.5 The Riemann–Liouville fractional integral operator of order α of a real function

f (x) ∈ Cµ; µ ≥ −1, is defined as:

Iαf (x) =
1

Γ(α)

∫ x

0

(x− t)α−1f(t)dt, α > 0, x > 0 (1.1)

and Iαf (x) = f (x), where Γ(α) =
∫∞

0
e−zzα−1dz, α > 0 is the Gamma function.

Here are some properties of the operator Iα, for α, β ≥ 0 and ξ ≥ −1:

• IαIβf(x) = Iα+βf(x)

• IαIβf(x) = IβIαf(x)

• Iαxξ = Γ(ξ+1)
Γ(α+ξ+1)

xα+ξ

• The Laplace transform of the Riemann-Liouville fractional integral rule is given by:

L(Iαf(x)) = s−αF (s) , α > 0.

1.4. Fractional calculus 10



Chapter 1. Preliminaries

Definition 1.6 The Caputo fractional derivative Dα of a function f(x), where α is any real number

such that m− 1 < α ≤ m, m ∈ N, for x > 0 and f ∈ Cm
−1 in terms of Iαis:

Dαf(x) =
1

Γ (m− α)

x∫
0

(x− t)m−α−1f (m) (t) dt, (1.2)

The operators Dα have some properties, for m− 1 < α ≤ m, m ∈ N, µ ≥ −1 and f ∈ Cm
µ

• DαDβf(x) = Dα+βf(x)

• DαD−αf(x) = D0f(x) = f(x)

• Dα[af(x) + bg(x)] = aDαf(x) + bDαg(x)

• The Laplace transform of the Caputo fractional derivative rule is expressed as follows:

L (Dαf (x)) = sαF (s)−
m−1∑
k=0

sα−k−1f (n) (0) , (α > 0,m− 1 < α ≤ m ) (1.3)

Particularly, when α ∈]0, 1], we have:

L (Dα
t f (t)) = sαF (s)− sα−1f (0) . (1.4)

1.5 Chaos

In the 1970s, the irregular and unpredictable time evolution of many nonlinear and complex sys-

tems was given the name chaos. Chaos theory is the study of the behavior of dynamic systems

that are highly sensitive to initial conditions. A small change in the initial conditions can have

a significant impact on the outcome, even though these systems are deterministic, meaning that

their future behavior depends entirely on their initial conditions without any random elements.

This behavior is known as deterministic chaos. Although there is no formal or general defini-

tion of chaos, it is generally defined as a particular behavior of a dynamic system. The specific

characteristics of this behavior will be defined in the following section [10] [11] [12].

1.5.1 Properties of chaos

There is a set of properties that summarize the characteristics observed in chaotic systems. These

properties are considered mathematical criteria that define chaos. The most popular properties

include [13]:

1.5. Chaos 11



Chapter 1. Preliminaries

• Sensitivity to initial conditions explains why a small change in the initial conditions of a

chaotic system can lead to unpredictable results in the long term. The degree of sensitivity

to initial conditions quantifies the chaotic nature of the system.

• Nonlinearity is responsible for the irregular evolution of a chaotic system’s behavior.

• determinism: a chaotic system has deterministic fundamental rules and not probabilistic.

• Unpredictability : is due to their sensitivity to initial conditions, which can only be known

up to a finite degree of precision.

• the irregularity: is actually a form of hidden order that comprises an infinite number of

unstable periodic patterns or movements. This hidden order forms the underlying structure

or infrastructure of chaotic systems.

• Strange attractors: characterize the evolution of chaotic systems.

1.5.2 Detection of chaos

There are numerical methods that allow the determination of the chaotic behavior of a nonlinear

dynamical system. These methods are generally not very numerous, nor spread over a long

enough time scale for the system under study. Two of the most commonly used methods are

implemented: fractal dimension and Lyapunov exponents.

Lyapunov exponents

The Lyapunov exponents are a mathematical tool used to study the dynamics of a system and

to determine whether it exhibits chaotic behavior. They are a measure of the rate at which

nearby trajectories in phase space diverge or converge, and they can give us information about

the stability of the system’s attractors.

If all of the Lyapunov exponents are negative, then the system is said to be stable and the tra-

jectories in phase space converge to a fixed point or limit cycle. On the other hand, if any of

the Lyapunov exponents are positive, then the system is said to be chaotic and the trajectories in

phase space exhibit sensitive dependence on initial conditions, meaning that small changes in the

initial conditions can lead to vastly different outcomes [3] [14].

We chose an illustrative example to apply the previous knowledge represented by the new 4-D

FOCS, as demonstrated by the fractional-order dynamic Equation :
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
dqx
dqt

= −ayz,
dqy
dqt

= bxz,
dqz
dqt

= x− dz,
dq$
dqt

= kx3 −$.

(1.5)

We examine the Lyapunov exponents of the proposed system which is defined by Equation (1.5).

The equation specifies the state variables x, y, z, and $, positive constant parameters a, b, d,

and k, and the value of the fractional-order derivative q. We use the parameter values a = 2.5,

b = 0.05, c = 1.2, d = 2, k = 0.001, and q = 0.9 to investigate the Lyapunov exponents of the

system. The system is initialized with x(0) = 0.1, y(0) = 0.2, z(0) = −1, and $(0) = 0.3 as

the initial conditions. To determine the Lyapunov exponents of the system, we use numerical

methods and present the results in Fig 1.1.

Figure 1.1: The Lyapunov exponents of the new 4-D FOCS.

Fractal dimension

The fractal dimension is the fundamental parameter used to describe self-similar patterns and

processes, as it indicates the level of complexity of natural objects. This method involves mea-

suring the dimension of the reconstructed attractor of the system studied. By calculating the

dimension of the attractor of the system, we can determine whether or not it is constructed in

a fractal manner. If the result of the calculation is a positive non-integer value, it indicates the

presence of a strange attractor in the system.
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Several dimensions have been proposed, including the Kolmogorov dimension, the correlation

dimension, and the Lyapunov dimension. While there are slight differences between these di-

mensions, they all characterize the attractor as a strange object with its fractal dimension [3]

[14].

1.6 Stability of fractional-order systems

A fractional-order system is a system described by fractional differential equations that contain

one or more fractional derivatives. The stability of fractional systems differs from that of integer-

order systems, and there are specific stability criteria for fractional systems. The most well-known

stability criterion for fractional systems is attributed to Matignon [15].

Consider the following Fractional-order system:{
c
0D

αi
t xi(t) = fi(x1(t), x1(t), ..., xn(t), t),

xi(0) = ci, i = 1, 2, ..., n,
(1.6)

where Dα
t denotes the Caputo fractional derivative and x = (x1, x2, ..., xn)T ∈ Rn, f : R×Rn → Rn

is a continuous function. The vector representation of (1.6) is:

Dαx = f(x), (1.7)

where α = [α1, α2, ..., αn] for 0 < αi ≤ 1, (i = 1, 2, ..., n) and x ∈ Rn

• The system (1.6) is called a commensurate order system when α1 = α2 = ... = αn, otherwise

it is an incommensurate order system.

• The system (1.6) is called non-autonomous system if and only if f depends explicitly on t

otherwise it is called autonomous system.

1.6.1 Equilibrium point

The equilibrium points of system (1.6) are calculated via solving the following equation [15]:

f(x) = 0

1.6.2 Stability of autonomous linear systems

In this subsection we review some important results of the stability theorems for fractional-order

systems [16].
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Consider the following linear system of fractional differential equation{
Dαx = Ax

x(0) = x0

(1.8)

where x ∈ Rn, A ∈ Rn×n, α = [α1, α2, ..., αi, ..., αn]T (0 < αi ≤ 1 for i = 1, 2, ..., n) indicates the

fractional orders

Case 1: When α1 = α2 = ... = αn = α, then the autonomous fractional-order system (1.8) is

asymptotically stable if

| arg (spec(A)) |> α
π

2
.

In this case the components of the state decay towards 0 like t−α. In case of α = 1, the above

stability agrees with the well-known results for ordinary linear differential systems [17].

Case 2: Suppose that αi are rational numbers between 0 and 1 but not identically equal to

each other. Let M be the least common multiple of the dominators ui of αi’s, where αi = vi/ui,

(ui, vi) = 1, ui, vi ∈ N , for i = 1, 2, ..., n. Then system (1.8) is asymptotically stable if all the roots

λ’s of the equation [18].

det(diag(λMα1 , λMα2 , ..., λMαn )− A) = 0

satisfy | arg(λ) |> π
2M
.

1.7 Fractional Numerical Method

Numerical methods used for solving ODEs have to be modified for solving fractional differential

equations (FDEs). We only derive the predictor–corrector scheme for drive–response systems.

This scheme is the generalization of Adams–Bashforth–Moulton one. We interpret the approx-

imate solution of nonlinear fractional-order differential equations using this algorithm in the

following way [19].

Consider for α ∈ (m− 1;m]; m the differential equation

Dαy (t) = f (t, y (t)) , 0 ≤ t ≤ T, (1.9)

with initial conditions:

y(k) (0) = y
(k)
0 , k = 0, 1, ...,m− 1.

is equivalent to the Volterra integral equation

y (t) =
m−1∑
k=0

y
(k)
0

tk

k!
+

1

Γ (α)

t∫
0

(t− τ)α−1 f (τ , y (τ)) dτ . (1.10)
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Consider the uniform grid {tn = nh/n = 0, 1, ..., N} for some integer N and h = T/N.

Let yh (tn) be approximation to y (tn). Assume that we have already calculated approximations

yh (tj) , j = 1, 2, ..., n and we want to obtain yh (tn+1) by means of the equation

yh (tn+1) =

m−1∑
k=0

tkn+1

k!
y

(k)
0 +

hα

Γ (α + 2)
f (tn+1, y

p
h (tn+1)) (1.11)

+
hα

Γ (α + 2)

n∑
j=0

aj,n+1f (tj, yn (tj)) ,

Where

aj,n+1 =


nα+1 − (n− α) (n+ 1)α , if j = 0,

(n− j + 2)α+1 + (n− j)α+1 − 2 (n− j + 1)α+1 , if 1 ≤ j ≤ n,

1, if j = n+ 1,

(1.12)

The preliminary approximation yph (tn+1) is called predictor and is given by

yph (tn+1) =
m−1∑
k=0

tkn+1

k!
y

(k)
0 +

1

Γ (α)

n∑
j=0

bj,n+1f (tj, yn (tj)) (1.13)

where

bj,n+1 =
hα

α
((n+ 1− j)α − (n− j)α) (1.14)

The error estimate is

max
j=0,1,...N

|y (tj)− yh (tj)| = O (hp) , (1.15)

where p = min (2, 1 + α) .

1.8 Synchronization

Synchronization of chaotic systems is a phenomenon that occurs when two or more chaotic sys-

tems are coupled or when a chaotic system drives another chaotic system. Because of the butter-

fly effect which causes exponential divergence of the trajectories of two identical chaotic systems

started with nearly the same initial conditions, the synchronization of chaotic systems is a chal-

lenging research problem in the chaos literature [20].

1.8.1 Synchronisation method

The idea underlying the phenomenon of synchronization of chaos is that two chaotic systems

may evolve on different attractors, but when coupled, they initially start on different attractors
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and then somehow eventually follow a common trajectory. Such synchronization between two

systems is achieved when the trajectories of the systems are equal, which is the case when one

of the two systems changes its trajectory to follow that of the other system or when both systems

follow a new common trajectory.

The technique of chaos synchronization is based on the idea that two chaotic systems can evolve

on different attractors, but when they are synchronized, they start from different initial conditions

and eventually follow the same trajectory. Synchronization between two systems can be achieved

when the trajectories of the two systems are matched [21] .

1.8.2 Types of Synchronisation

The groundbreaking discovery by Pecora and Carroll has led to the definition of various synchro-

nization types. The main objective of this section is to introduce different synchronization types

and the most effective methods for achieving synchronization. To define these types, we can

consider chaotic master-slave systems represented by the following equations:

Dα
t X(t) = F (X(t)) (1.16)

Dβ
t Y (t) = G(Y (t)) + U (1.17)

Here, X(t) ∈ Rnand Y (t) ∈ Rm are the state vectors of the master and slave systems, respectively.

F : Rn → Rnand G : Rm → Rm are functions, and (ui)1≤i≤m is a vector controller. Additionally,

Dα
t and Dβ

t are the Caputo fractional derivatives of orders α and β. Furthermore, several types

of synchronization are commonly studied in dynamical systems, and here are some of the most

common types:

Complete synchronization

Complete synchronization occurs when a controller U is designed to drive the slave system (1.17)

to synchronize with the master system (1.16), such that the Euclidean norm of the difference

between their state vectors approaches zero as time approaches infinity. This can be represented

by [19]:

lim
t→∞
‖ Y (t)−X(t) ‖= 0 (1.18)

Here, X(t) and Y (t) are the state vectors of the master system and the slave system, respectively.

Anti-synchronization

Anti-synchronization occurs when a controller U is designed to drive the slave system (1.17) to

anti-synchronize with the master system (1.16), such that the Euclidean norm of the sum of their
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state vectors approaches zero as time approaches infinity. This can be represented by:[21]

lim
t→∞
‖ Y (t) +X(t) ‖= 0 (1.19)

Projective synchronization

Projective synchronization occurs when the state variables of a chaotic slave system synchronize

with a constant multiple of the state variables of a master chaotic system. This can be expressed

as:[22]

∃αi 6= 0, lim
t→∞
‖ yi(t)− αixi(t) ‖= 0,∀(x(0); y(0)), i = 1, 2, ..., n (1.20)

Here, xi(t) and yi(t) are the state variables of the master system and the slave system, respectively,

and αi is a constant for each i.

Full-state hybrid projective synchronization

The master systems (1.16) and the slave system (1.17) are said to be full state hybrid function

projective synchronized (FSHFPS), if there exist a controller U and differentiable functions

αij(t) : R+ → R, i = 1, 2, ...,m; j = 1, 2, ..., n, such that the synchronization errors:[23]

ei(t) = yi(t)−
n∑
j=1

αij(t)xj(t), i = 1, 2, ...,m (1.21)

satisfy limt→∞ ei(t) = 0.

Generalized synchronization

Generalized synchronization occurs when the master and slave systems synchronize with each

other with respect to a certain function (φ). This can be represented by:[24]

lim
t→∞
‖ Y (t)− φX(t) ‖= 0

Here, X(t) and Y (t) are the state vectors of the master system (1.16) and the slave system (1.17),

respectively.

Q-S synchronization

Q-S synchronization involves the master system (1.16) and slave system (1.17) synchronizing

with each other in a certain dimension, with the aid of two functions Q and S. Q − S syn-

chronization can be achieved if there exists a controller U and two functions Q : Rn → Rd and
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S : Rm → Rd, such that the following condition is satisfied [25]:

lim
t→∞
‖ Q(x)− S(y) ‖= 0

Here, X(t) and Y (t) are the state vectors of the master system and the slave system, respectively,

and Q and S map the state vectors to a lower-dimensional space of dimension d.

Active control Method

The active control method for synchronizing chaotic systems was proposed by Bai and Lonngren

[26].This effective technique has demonstrated its power not only for synchronizing identical

systems but also for synchronizing non-identical systems. Furthermore, this method offers re-

markable simplicity for implementing the algorithm [27] [28].

The active control method is a technique for synchronizing chaotic systems. It involves selecting

a control matrix (C) that can drive the error between the trajectories of the master and slave

systems to converge to zero. For global synchronization to occur, the control matrix C needs

to be selected such that the real part of the eigenvalues of A − C is negative, where A is the

Jacobian matrix of the master system. In other words, the condition for global synchronization is

Re(eig(A− C)) < 0.

To synchronize two chaotic systems, a master system (1.16) and a slave system (1.17), the error

between their trajectories must converge to zero as time tends towards infinity. This error can be

defined as:

e(t) = Y (t)−X(t), (1.22)

Thus, the error system can be expressed as:

Dq
t e(t) = Dq

tY (t)−Dq
tX(t) = G(Y (t))− F (x(t)) + U. (1.23)

If we can represent G(Y (t))− F (X(t)) as follows:

G(y(t))− F (X(t)) = Ae(t) +N(X(t), Y (t)), (1.24)

Then, the error system can be formulated as:

Dq
t e(t) = Ae(t) +N(X(t), Y (t)) + U, (1.25)

Here, A ∈ Rn×n is a constant matrix and N is a nonlinear function. The controller U can be

defined as:
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U = V −N(X(t), Y (t)), (1.26)

where V is the active controller, defined by:

V = −Ce(t), (1.27)

Here, C is an unknown control matrix. Consequently, we arrive at the final expression for the

error:

Dq
t e(t) = (A− C)e(t). (1.28)

Therefore, the synchronization problem between the master system (1.16) and the slave system

(1.17) can be reformulated as a problem of zero-stability of the system (1.28).

General method

We decompose the drive system (1.16) and response system (1.17) as [16]:

Dα
t X(t) = Ax+ F (X(t)) (1.29)

and

Dβ
t Y (t) = By +G(Y (t)) + U (1.30)

where A, B ∈ Rn×n the parameter matrices for the linear components in the drive system and

response system, respectively,

F : Rn → Rn and G : Rn → Rn the nonlinear components in the drive system and response

system, respectively

In the definition of PS, the synchronization error is defined as

e = y − χx, (1.31)

where χ is called the scaling factor. If there exists a constant χ(χ 6= 0) such that

lim
t→∞
‖ ei(t) ‖= lim

t→∞
‖ Y (t)− χX(t) ‖→ 0 (1.32)

If the PS is attained for arbitrary initial conditions x(0) and y(0) between the drive and response

systems, then it is said to be achieved. Our objective is to find a suitable and effective controller

function U to ensure that the drive system (1.16) and response system (1.17) with non-identical

orders approach the PS.
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To explain the general method in detail, we separate the controller function U(x, y) into two

sub-controllers U1(x, y) and U2(x, y), i.e., U(x, y) = U1(x, y) + U2(x, y). Our basic concept is to

transform the response system into an equivalent fractional-order system with fractional orders

being equal to the orders of the corresponding states in the drive system. Hence we propose the

following form for the sub-controller U1(x, y)

U1(x, y) = (D−(α−β) − I) [g(y)] , (1.33)

where I is the identity operator. By submitting sub-controller (1.33) into system (1.17), we can

rewrite the response system as follows

Dβy = D−(α−β)g(y) + U2(x, y). (1.34)

By applying the fractional derivative of order α − β to both the left and right sides of Eq (1.34),

we obtain

D(α−β)[Dβy] = Dαy (1.35)

= D(α−β)[D−(α−β)g(y) + U2(x, y)]

= g(y) +D(α−β)[U2(x, y)].

Note that αi − βi satisfies αi − βi ∈ [0, 1). According to the property (1) of fractional calculus

in section (1.4), the above statement holds. By introducing the sub-controller U1(x, y), we then

reduce the problem to the synchronization of fractionalorder systems with identical orders.

There are numerous techniques available in literature to achieve the synchronization of fractional-

order systems. In this case, the active control technique is employed, and a nonlinear observer

with the following form is proposed for the sub-controller U2(x, y)

U2(x, y) = D−(α−β)[χ(A−B)x−G(y) + χF (x)− Le], (1.36)

where L= [L1,L2, ...,Ln]T ∈ Rn×n is a matrix for the control parameters and Li = [Li1, Li2, ...,Lin]

is the control vector in each state controller.

To demonstrate the effectiveness of the active control approach-based controller mentioned above,

we provide the following theoretical analysis. Since system (1.35) is equivalent to the response

system (1.17), substituting Eq (1.36) into system (1.35) yields the response system in the follow-

ing form

Dαy = By +G(y) +D(α−β)D−(α−β)[χ(A−B)x−G(y) + χF (x)− Le]. (1.37)
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By recalling the fractional calculus properties discussed in section (1.4), we derive the error

dynamic system, which can be expressed as follows

Dαe = Dα(y − χx) (1.38)

= Dαy −Dα(χx)

. = By +G(y)− χ[Ax+ F (x)] + [χ(A−B)x−G(y) + χF (x)− Le]

= (B − L)e

For the linear error system Dαe, it is always possible to select suitable control matrices L in order

to ensure that all the eigenvalues λi(i = 1, 2, ..., n) of (B − L)(Case 1 in Subsection 1.6.2) or all

the roots of det(diag(λMα1 , λMα2 , ..., λMαn )− (B − L)) = 0.

(Case 2 in Subsection 1.6.2) satisfies the stability theorems of the fractional-order system Dαe,

which ensures the asymptotic stability of the error system (1.38). As a result, the synchronization

of chaotic systems (1.16) and (1.17) with different orders is guaranteed. Also, various choices of

the matrix L are possible, which proves the efficiency of the proposed method.

The PS between two different 3-D commensurate fractional-order chaotic systems

In this subsection, we choose the well-known fractional-order Lorenz system and fractional-order

Chua’s circuit as the drive system and response system, respectively. The chaos dynamics in the

classical fractional-order Lorenz system have been studied in [29] and it is found that the com-

mensurate fractional-order Lorenz system of order 0.99 still behaves chaotically with the default

parameters as σ = 10, ρ = 28 and b = 8/3. In [30], Hartley et al. investigated the nonlinear

dynamics of a particular fractional-order Chua’s circuit where the system has a cubic nonlinearity

which yields similar behaviour to that of the classical Chua’s circuit with piecewise-linear nonlin-

earity. Their results verified that the commensurate fractional-order Chua’s circuit with order 0.9

can yield chaos.

In this case we consider the PS between the classical fractional-order Lorenz system and fractional-

order Chua’s circuit by using the former to drive the latter. The drive and response systems are

given as follows: 
D0.99x1 = 10(y1 − x1),

D0.99y1 = 28x1 − x1z1 − y1

D0.99z1 = x1y1 − 8z1/3

(1.39)

and 
D0.9x2 = a2 [y2 + x2 − 2x3

2] + u1

D0.9y2 = x2 − y2 + z2 + u2

D0.9z2 = −b2y2 + u3

(1.40)
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According to the proposed method, we can derive the controller function as follows:
u1 (t) = (D−0.09 − I)[a2y2 + a2x2/7]− 2a2x

3
27 +D−0.09[χ((10− a2)y1 − (10 + a2/7)x1)− L1e]

u2 (t) = (D−0.09 − I)[x2 − y2 + z2] +D−0.09[χ(27x1 − z1)− χx1z1 − L2e]

u3 (t) = (D−0.09 − I)[−b2y2] +D−0.09[χ(b2y1 − 8z1/3) + χx1y1 − L3e],

(1.41)

where e = [e1, e2, e3]T = [x2 − χx1, y2− χy1, z2 − χz1]T , Li = [Li1,Li2,Li3](i = 1, 2, 3).

The parameters for Chua’s circuit are set to be a2 = 12.75, b2 = 100/7 as same in [30]. If the gain

matrix is chosen as L = [L1,L2,L3]T = diag(10, 10, 10).

then the error system is calculated as follows:

D0.99e = (B− L)e =


−8.1786 12.75 0

1 11 1

0 −14.2857 −10

×


e1

e2

e3

 (1.42)

The eigenvalues of the matrix (B− L) are λ1,2 = −11.2388± 2.5205i and λ3 = −6.7011, which all

satisfy | arg(λi)| > αiπ/2 = 0.99π/2. According to the stability theorems of the fractional-order

system (Case 1in Subsection 1.6.2), the error system is asymptotically stable and the synchro-

nization is guaranteed.

Simulation and results

In the numerical simulations, the initial conditions for the drive and response systems are

(x1(0), y1(0), z1(0))T = (3, 4, 5)T and (x2(0), y2(0), z2(0))T = (−6,−10, 13)T , respectively.

Here we choose the scaling factor as χ = −1. Note that with such a scaling factor the PS is

degraded into the anti-synchronization. Synchronization errors are shown in Fig.1.2.
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Figure 1.2: Time-History of the synchronization errors ei(t)
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1.9 Conclusion

This chapter covers some preliminaries on dynamical systems and chaos theory, chaotic systems,

synchronization, and types of synchronization. Additionally, it provides basic definitions and

properties of fractional derivatives, along with a numerical method for solving fractional differ-

ential equations.
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Examples of chaotic system of fractional

orders

2.1 Introduction

This chapter presents and analyzes multiple examples of 3D fractional-order chaotic systems that

display complex and unpredictable behavior. These systems are used as simulation applications

to study and understand complex systems. The examples demonstrate the potential of fractional-

order systems in modeling complex phenomena and the chaotic behavior can be used to design

novel control strategies.

Example 2.1 The fractional order happiness system is given by the following nonlinear equations[31]:
Dqx = y,

Dqy = z,

Dqz = −x− b(1− x2)y − az + f(t).

This system exhibits chaotic behavior when q = 0.97, system parameters (a, b) = (5, 0.5), and

initial condition (x0, y0, z0) = (1, 1, 1),without external circumstance (f(t) = 0).

The chaotic attractors of this system are shown in Fig.2.1-2.2.
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Figure 2.1: Chaotic attractor of system (2.2) in x-z plan.

Figure 2.2: Chaotic attractor of system (2.2) in y-z plan.
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Example 2.2 The Fractional Order Financial Chaotic System is given by the following nonlinear

equations [32] : 
Dqx = z + (y − a)x,

Dqy = 1− b(y + x2)− cx6,

Dqz = −x− z.
(2.1)

This system exhibits chaotic behavior when q = 0.98, system parameters (a, b, c) = (7.6, 0.3, 4.82),

and initial condition (x0, y0, z0) = (0.4, 0.2, 0.5).

The chaotic attractors of the financial system are shown in Fig.2.3-2.4 and 2.5.

Figure 2.3: Chaotic attractor of system (2.1) in x-y plan.

Figure 2.4: Chaotic attractor of system (2.1) in x-z plan.
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Figure 2.5: Chaotic attractor of system (2.1) in y-z plan.

Example 2.3 we consider the chaotic system recalled in Lu et al. (2004) and described by the

following nonlinear equations [33]: 
Dqx = ax− by − yz,
Dqy = cx,

Dqz = −dz + y2.

This system exhibits chaotic behavior when q = 0.94, system parameters (a, b, c, d) = (−2,−6.4, 1, 1),

and initial condition (x0, y0, z0) = (0.2, 0.1, 0.2).

The chaotic attractors of this system are shown in Fig2.6-2.7 and 2.8.
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Figure 2.6: Chaotic attractor of system (2.4) in x-y plan.

Figure 2.7: Chaotic attractor of system (2.4) in x-z plan.
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Figure 2.8: Chaotic attractor of system (2.4) in y-z plan.

Example 2.4 we consider the fractional differential system described as follows [34]:
Dqx = ax− dyz,
Dqy = −by + xz,

Dqz = −cz + xyz + k.

This system exhibits chaotic behavior when q = 0.95, system parameters (a, b, c, d, k) = (4, 9, 4, 1, 4),

and initial condition (x0, y0, z0) = (1, 1, 1).

The chaotic attractors of this system are shown in Fig.2.9-2.10 and 2.11.
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Figure 2.9: Chaotic attractor of system (2.5) in x-y plan.

Figure 2.10: Chaotic attractor of system (2.5) in x-z plan.
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Figure 2.11: Chaotic attractor of system (2.5) in x-y-z space.

Example 2.5 The fractional order Rössler system is given by the following nonlinear equations [35]:
Dqx = −y − z,
Dqy = x+ ay,

Dqz = bx− cz + xz.

(2.2)

This system exhibits chaotic behavior when q = 0.95, system parameters (a, b, c) = (0.5, 0.2, 10),

and initial condition (x0, y0, z0) = (0.5, 1.5, 0.1).The chaotic attractors of this system are shown in

Fig.2.12-2.13 and 2.14.
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Figure 2.12: Chaotic attractor of system (2.3) in x-y plan.
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Figure 2.13: Chaotic attractor of system (2.3) in x-z plan.
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Figure 2.14: Chaotic attractor of system (2.3) in x-y-z space.
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2.2 Conclusion

In this chapter, we have presented some examples of 3D fractional-order chaotic systems, which

illustrate the potential of this approach for modeling complex systems and designing control

strategies.
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Chapter 3

Synchronization of two chaotic systems of

fractional orders

3.1 Introduction

This chapter focuses on studying the synchronization of a fractional-order chaotic system by de-

signing appropriate sub-controllers based on the stability criteria of the linear system’s order. The

simulation results presented in the chapter illustrate the success of the proposed approach.

3.2 Example in 3D

In this section, we investigate the synchronization between the Newton-Leipnik system [36] [37]

and the Lü systems [38].

Assuming that the Newton-Leipnik system drives the Lü system, we define the drive (master) and

response (slave) systems as follows:
Dq1x1 = −a1x1 + y1 + 10y1z1,

Dq2y1 = −x1 − 0.4y1 + 5x1z1,

Dq3z1 = b1z1 − 5x1y1.

(3.1)

The parameters are taken as a1 = 0.4, b1 = 0.175, initial condition = (0.19, 0,−0.18), and 0 < qi ≤
1 is the order of the derivative. At qi = 0.95(i = 1, 2, 3), Eq (3.1) becomes the fractional-order

Newton-Leipnik chaotic equation.
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and 
Dq1x2 = a2(y2 − x2) + u1(t),

Dq2y2 = c2y2 − x2z2 + u2(t),

Dq3z2 = x2y2 − b2z2 + u3(t).

(3.2)

The parameters are taken as a2 = 36, b2 = 3, c2 = 20, initial condition = (0.2, 0.5,−1), and

0 < qi ≤ 1 is the order of the derivative. At qi = 0.95(i = 1, 2, 3), Eq (3.2) becomes the fractional-

order Lü chaotic equation. The unknown terms u1, u2, u3 in (3.2) are active control functions to

be determined.

We define the error functions as:

e1 = x2 − x1, e2 = y2 − y1, e3 = z2 − z1. (3.3)

Eq. (3.3), together with (3.1) and (3.2), yields the error system.
Dq1e1 = −a2e1 + a2e2 + a2(y1 − x1) + a1x1 − y1 − 10y1z1 + u1 (t) ,

Dq2e2 = c2e2 + (c2 + 0.4)y1 − x2z2 + x1 + 0.4y1 − 5x1z1 + u2 (t) ,

Dq3e3 = −b2e3 − (b2 + b1)z1 + 5x1y1 + u3 (t) .

(3.4)

We define the active control functions ui(t) as:
u1 (t) = V1 (t)− a2(y1 − x1)− a1x1 + y1 + 10y1z1,

u2 (t) = V2 (t)− (c2 + 0.4)y1 + x2z2 − x1 − 0.4y1 + 5x1z1,

u3 (t) = V3 (t) + (b2 + b1)z1 − 5x1y1.

(3.5)

The terms Vi (t) are linear functions of the error terms ei (t). When ui (t) is chosen according to

(3.5), the error system (3.4) becomes:
Dq1e1 = −a2e1 + a2e2 + V1 (t)

Dq2e2 = c2e2 + V2 (t)

Dq3e3 = −b2e3 + V3 (t)

(3.6)

The control terms Vi (t) are selected to ensure the stability of the system (3.6). There is no unique

choice for such functions, but we have chosen:


V1

V2

V3

 = −C


e1

e2

e3

 ,
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To ensure stability of the closed loop system, the matrix C, which is a 3×3 constant matrix, should

be chosen carefully so that its eigenvalues λi satisfy the control requirements of the feedback

system.

|arg (λi)| > 0.5πα, i = 1, 2, 3.

Let us choose the matrix C as:

C =


−a2 + 1 0 0

0 c2 + 1 0

0 0 −b2 + 1


The eigenvalues of the linear system (3.6) are −1,−1,−1. As a result, the condition that all qi ≤ 1

is satisfied, which leads to achieving the required synchronization.

Simulation and results

The parameters for the Newton-Leipnik system are a1 = 0.4 and b1 = 0.175, while the parameters

for the Lü system are a2 = 36, b2 = 3, and c2 = 20. The experiments are conducted with a

fixed fractional order value of q = 0.95 for both the drive system (3.1) and the response system

(3.2). The initial conditions for the master system (Newton-Leipnik system) and the slave system

(Lü system) are set to x1 (0) = 0.19, y1 (0) = 0, z1 (0) = −0.18 and x2 (0) = 0.2, y2 (0) = 0.5,

z2 (0) = −1, respectively. Thus, the initial errors are e1 (0) = 0.01, e2 (0) = 0.5, and e3 (0) = −0.82.

The errors ei(t) for the drive and response system are shown in the Fig.3.1.
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Figure 3.1: Time-history of the errors synchronization between systems (3.1) and (3.2).
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3.3 Example in 4D

In this section, we investigate the synchronization between the new fractional order hyperchaotic

system [40] and the Chen fractional order hyperchaotic system [15].

Assuming that the new fractional order hyperchaotic system is used as the drive system and the

Chen fractional order hyperchaotic system serves as the response system:


Dq1x1 = x2,

Dq2x2 = −x1 + x2x3 + a,

Dq3x3 = −x1 − 10x1x2 − x1x3 + b,

Dq4x4 = −x1x2 + x4.

(3.7)

and 
Dq1y1 = a2(y2 − y1) + y4 + u1 (t)

Dq2y2 = d2y1 − y1y3 + c2y2 + u2 (t) ,

Dq3y3 = y1 − b2y3 + u3 (t) ,

Dq4y4 = y2y3 + r2y4 + u4 (t) .

(3.8)

For the new FOHS and Chen FOHS, the default system parameters are chosen as (a, b) = (0, 0)

and (a2, b2, c2, d2, r2) = (35, 3, 12, 7, 0.5), respectively. Experiments are conducted with a fixed frac-

tional order value of q = 0.98 for both the drive system (3.7) and response system (3.8). In the

following sections, we will use these system parameters and fractional orders in our synchroniza-

tion analysis.

The unknown terms u1, u2, u3, and u4 in (3.8) are active control functions that need to be deter-

mined.

We define the error functions as:

e1 = y1 − x1, e2 = y2 − x2, e3 = y3 − x3, e4 = y4 − x4. (3.9)

Eq. (3.9) together with (3.7) and (3.8) yields the error system.
Dq1e1 = −a2e1 + a2e2 + a2(x2 − x1) + y − x2 + u1 (t) ,

Dq2e2 = d2e1 + c2e2 + d2x1 + c2x2 − y1y3 + x1 − x2x3 − a+ u2 (t) ,

Dq3e3 = −b2e3 − b2x3 + x1 + 10x1x2 + x1x3 − b+ u3 (t) ,

Dq4e4 = r2e4 + y2y3 + (r2 − 1)x4 + x1x2 + u4 (t) .

(3.10)

The active control functions ui(t) are defined as:
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
u1 (t) = V1 (t)− a2(x2 − x1)− y + x2,

u2 (t) = V2 (t)− d2x1 − c2x2 + y1y3 − x1 + x2x3 + a,

u3 (t) = V3 (t) + b2x3 − x1 − 10x1x2 − x1x3 + b,

u4 (t) = V4 (t)− y2y3 − (r2 − 1)x4 − x1x2

(3.11)

The terms Vi (t) represent linear functions of the error terms ei (t). When we choose ui (t) as

defined in equation (3.11), the error system (3.10) can be expressed as:


Dαe1 = −a2e1 + a2e2 + V1 (t)

Dαe2 = d2e1 + c2e2 + V2 (t)

Dαe3 = −b2e3 + V3 (t)

Dαe4 = r2e4 + V4 (t)

(3.12)

The control terms Vi (t) are selected to ensure that the system (3.12) becomes stable. There is no

unique selection for these functions, but we choose:


V1

V2

V3

V4

 = −C


e1

e2

e3

e4

 ,

Here, C is a constant 4× 4 matrix. To ensure the stability of the closed-loop system, the matrix C

must be chosen in such a way that the eigenvalues λi of C satisfy the control.

|arg (λi)| > 0.5πα, i = 1, 2, 3, 4.

Let us choose the matrix C as:

C =


−a2 − 1 a2 0 0

d2 c2 + 1 0 0

0 0 −b2 + 1 0

0 0 0 r2 + 1


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The eigenvalues of the linear system (3.12) are −1,−1,−1. As a result, the condition that all

qi ≤ 1 is satisfied, which leads to achieving the required synchronization.

Simulation and results

The parameters for the new FOHS system are set to (a, b) = (0, 0), while the parameters for the

Chen FOHS system are (a2, b2, c2, d2, r2) = (35, 3, 12, 7, 0.5). The initial conditions for the master

system (the new FOHS) and the slave system (Lü system) are x1 (0) = 10, x2 (0) = −2, x3 (0) = 10,

x4 (0) = 5 and y1 (0) = 0.3, y2 (0) = −6, y3 (0) = 0, y4 (0) = 10, respectively. The initial errors are

e1 (0) = 9.7, e2 (0) = −4, e3 (0) = −10, and e4 (0) = 5. Numerical simulations for the drive system

(3.7) and response system (3.8) are performed with q = 0.98, and the errors ei(t) for the drive

and response systems are shown in the Fig.3.2.
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Figure 3.2: Time-history of the errors synchronization between systems (3.7) and (3.8).
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3.4 Conclusion

In this chapter, we demonstrate the synchronization of two distinct fractional-order chaotic sys-

tems using active control and we provide simulation results to showcase the effectiveness of the

proposed approach.
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General conclusion

Chaos is a significant nonlinear phenomenon that has been extensively studied in science, math-

ematics, engineering, and various other fields. Due to its potential applications in different in-

dustries, the synchronization of chaotic systems has become a popular research topic. In recent

years, various synchronization solutions have been developed for chaotic systems, such as the

backstepping design method, sliding mode control, passive control, nonlinear active control, pro-

jective synchronization, projective function synchronization, global synchronization, and more.

These methods have been applied to both chaotic and hyper-chaotic systems.

In this work, we presented a study of some fractional-order chaotic systems, to achieve the objec-

tive of this study we have divided our thesis into three chapters.

the first Chapter, contains some definitions and prelimanaries about: chaos, chaotic systems, syn-

chronization, and types of synchronization. Additionally, basic definitions and properties of frac-

tional derivatives are presented, along with numerical methods for solving fractional differential

equations.

The second chapter, introduced some examples of fractional-orders chaotic systems.

The third chapter, present the study of the synchronization between two 3D and 4D fractional-

orders chaotic systems. Finally, numerical simulations are given to demonstrate the effectiveness

of the proposed method with numerical simulation.

Based on extensive research conducted over the past two decades, it can be concluded that the

synchronization of chaotic systems has numerous applications in various fields including biology,

chemistry, telecommunications (information security), and physics, among others, and these are

just a few examples. However, these examples are only a fraction of the potential fields of applica-

tion. The synchronization can also be extended to fractional (non-integer) derivative systems, as

demonstrated in this thesis. As a perspective, it would be interesting to contribute to and develop

this type of synchronization in this research field.
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