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                                                             Abstract                                                                         

   While historians face various challenges in the process of dating the texts of historical 

manuscripts, computer scientists face multiple difficulties in automating these texts. To 

address this problem, deep learning techniques that have proven effectiveness in other 

fields have been used. Of this study presents the various pre-processing methods used in 

character recognition systems, which cater to a wide range of image types, as these 

images include simple handwritten forms and documents with colorful and complex 

backgrounds and varying intensity. Basic pre-processing techniques are 

comprehensively discussed, including aberration detection and correction, contrast 

stretching for image optimization, binary encoding, noise removal methods, 

normalization, segmentation, and morphological processing techniques. 

Keywords: dating, deep learning, Binarization, Character Recognition, Noise Removal, 

Normalization, Preprocessing Techniques, Segmentation. 
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     الخلاصة

 

 ءتحديات مختلفة في عملية تأريخ نصوص المخطوطات التاريخية ، يواجه علما تاريخبينما يواجه علماء ال             

ة هذه النصوص. لمعالجة هذه المشكلة ، تم استخدام تقنيات التعلم العميق التي أثبتت الكمبيوتر عقبات متعددة في أتم

لمستخدمة في أنظمة التعرف فعاليتها في مجالات أخرى. حيث  تقدم هذه الدراسة طرق المعالجة المسبقة  المتنوعة ا

على الأحرف ، والتي تلبي مجموعة واسعة من أنواع الصور،  كما تشتمل هذه الصور على أشكال بسيطة مكتوبة 

بخط اليد ومستندات ذات خلفيات ملونة ومعقدة وكثافة متفاوتة. فتناقش  بشكل شامل تقنيات المعالجة المسبقة الأساسية 

نحراف وتصحيحه ، وتمديد التباين لتحسين الصورة ، والترميز الثنائي ، وطرق إزالة ، بما في ذلك الكشف عن الا

 الضوضاء ، والتطبيع ، والتجزئة ، وتقنيات المعالجة الصرفية.

 

 

الثنائية ، التعرف على الحروف ، إزالة الضوضاء ، التطبيع ، تقنيات ، التعلم العميق  ،المواعدة : الكلمات الرئيسية

 المسبقة ، التجزئة.المعالجة 

 

 

 

 

 

 

 



Page | 4  
 

 Table of Contents  

 Page 

Dedication 1 

Abstract 2 

 3 الخلاصة

General  Introduction  9 

Chapter 01 :  Theorical Conception  

Introduction  11 

 1 Image processing      11 

          1.1 Image definition  11 

          1.2 Image types   11 

          1.3 Image processing  13 

2 Historical documents   14 

    2.1 Tasks on historical documents  15 

            2.1.1 Preservation   15 

            2.1.2  Digitization  16 

            2.1.3. Transcription  16 

            2.1.4 Translation  17 

            2.1.5 Data extraction  17 

            2.1.6 Text normalization  17 

     2.2 Importance of preprocessing methods  18 

            2.2.1 Enhancing legibility  18 

           2.2.2 Transcription  19 

           2.2.3 Data extraction  19 

           2.2.4 Text normalization 19 

 3 Conclusion  20 

                        Chapter 02: Artificial Intelligence And Preprocessing  Techniques Overview 

Introduction  22 

     1 Artificial Intelligence 22 

           1.1 Introduction 22 

            1.2 Definition  22 

    2 History of Artificial Intelligence 23 

    3 Machine Learning 23 

                 3.1 Definition 23 

                  3.2 Types of machine learning systems 23 

                               3.2.1 Supervised learning 24 

                               3.2.2 Unsupervised learning  24 

                               3.2.3   Reinforcement learning 24 

     4 Deep Learning 24 

            4.1 Neural Networks  24 

            4.2 Deep Neural Networks   25 



Page | 5  
 

                      4.2.1 Convolutional Neural Networks  26 

                      4.2.2 Recurrent Neural Networks  26 

    5. Preprocessing techniques overview 26 

           5.1. Image enhancement techniques  26 

                     5.1.1. Spatial image filtering operations 27 

                                    5.1.1.1. Point processing 27 

                                                    5.1.1.1.1. Contrast stretching 28 

                                                    5.1.1.1.2. Global image thresholding 28 

                                                    5.1.1.1.3. Histogram processing  30 

                                                                   5.1.1.1.3.1. Histogram equalisation  30 

                                                                   5.1.1.1.3.2. Histogram specification (Matching)  31 

                                                   5.1.1.1.4. Log transformations  31 

                                                   5.1.1.1.5. Power law transformation 32 

                     5.1.2. Local thresholding 32 

           5.2. Noise Removal 33 

         5.3. Skew detection/correction     34 

         5.4. Page segmentation 34 

         5.6. Image size normalization 35 

   6 Recent works 35 

                    6.1  Apostolos Antonacopoulos, Basilis Gatos, and al(2016) 35 

                    6.2  M. Seuret and al. (2017) 35 

                    6.3  G. Rento and al. (2017) 35 

                    6.4  A. Fischer and al. (2018) 36 

                    6.5  B. barakat and al. (2018) 36 

                    6.6  R. Alaasam and al. (2019) 36 

                    6.7  A. Singh and M. Vatsa (2019) 36 

                    6.8  G. Gatos and al. (2020) 37 

                    6.9  S. S. Suresh and S. Sundaram (2020) 37 

                   6.10  L. G. Monwar and al. (2020)  37 

   7 Comparison of works 38 

 8 Conclusion 39 

                                                    Chapter 03 : Adopted Approach 

  Introduction  41 

   1 Historical documents classification 41 

       1.1 Description of tasks 42 

   2  Global architecture 43 

   3  Dataset  43 

   4  Preprocessing Adopted Techniques  44 

                   4.1 Binarization and remove noise        44 

                   4.2 Deskew function (remove noise and rotate) 45 

                   4.3 Each image in the dataset and perform the intensity stretching 45 



Page | 6  
 

                          4.4 Method top-hat transform  46 

                   4.5 Histogram equalization to enhance the contrast of the image 47 

                          4.6 Using the Canny edge detection method 47 

                          4.7 Combined transform [CLAHE (Contrast Limited Adaptive Histogram 

Equalization) and perform the intensity stretching] 

48 

 5 Conclusion 50 

                                    Chapter 04 :  Results Presentation  

 Introduction 52 

      1 Introduction to development Tools 52 

             1.1 Material 52 

             1.2 History of Python 52 

                      1.2.1 NumPy 53 

                           1.2.2 Tensorflow  53 

                           1.2.3 Matplotlib 53 

                           1.2.4 Torch 54 

             1.3 Anaconda  54 

             1.4 Jupyter 54 

       2  Results without Preprocessing  55 

       3 Results with Preprocessing 55 

                   3.1 Binarization and remove noise        55 

                   3.2 Deskew function (remove noise and rotate) 56 

                   3.3 Each image in the dataset and perform the intensity stretching 57 

                          3.4 Method top-hat transform  58 

                   3.5 Histogram equalization to enhance the contrast of the image 59 

                          3.6 Using the Canny edge detection method 60 

                          3.7 Combined transform [CLAHE (Contrast Limited Adaptive Histogram 

Equalization) and perform the intensity stretching] 

61 

        4 Table of the results 62 

        5 Comparison with the recent work in the same Dataset  63 

        6 Comparison with recent works 64 

       7 Conclusion 65 

 General  Conclusion  66 

 References 67 

 

 

 

 

 

 

https://en.wikipedia.org/wiki/History_of_Python


Page | 7  
 

 

List of Figures 

   Fig1 digital image processing…………………………………………………………………..........14 

   Fig2.historical documents……………………………………………………………………………15 

   Fig 3 Preservation Resources…………………………………………………………………...........15 

   Fig4.digitization of historical documents……………………………………………………….........16 

   Fig 5 online OCR Transcription Services………………………………………………………........16 

   Fig 6 Translator announces Document Translation (Preview)…………………………………….…17 

   Fig7. Text normalization……………………………………………………………………………...18                                                                                                           

   Fig8.  Enhancing legibility of historical documents………………………………………………….19  

  Fig 9. The Architecture of Neural Networks……………………………………………………........25 

   Fig 10. Deep Neural Networks……………………………………………………………………….25 

   Fig.11 shows the cumulative distribution functions for both the reference and normalized images...31 

   Fig12 view general of system………………………………………………………………………...43  

   Fig13 sample images of charters from medieval paleographic scal dataset …………………………44  

  Fig14 loss accuracy without preprocessing……………………………………………………………55    

  Fig14-21 loss Accuracy……………………………….……………………………………………56-61 

  

 

 

 

 

 

 

 

 

 

 

 



Page | 8  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Page | 9  
 

 General Introduction  

Historical documents are of great importance in informatics. There are also many libraries around the 

world that digitize their documents to make them available to people and to preserve their funds. 

     It also requires access to its contents by applying document image processing algorithms, since its 

raw [1] form is not machine-readable. Analysis in document planning is the process of identifying the 

foreground and classifying the different areas in the image, it’s an important pre-processing step for many 

document images. 

  The use of deep learning algorithms has also provided state of the art to many areas of computer vision, 

because of its learned advantages, it is considered to be one of the most powerful analyses in deep learning. 

  We present a method for the schematic analysis of historical handwritten documents using a Siamese 

grid [2], it consists of two identical convolutional neurons. 

  If it is an example then you should write: CNN networks, for instance insert a pair. It is like inserting 

a pair of images or points, extracting their features and arranging their similarities. Looking at the 

historical pages, they are divided into the same size and also we train the Siamese as a network model. 

Using it, we build a space matrix between the patches of each test page. Then we use the distance matrix 

to divide the spots into three categories: main text, side text, and background [3]. 

    Where we are evaluating work on challenging the historical manuscripts dataset, filtering in the main 

text partition as well as updating the partition and reducing the power function. They advance higher 

Probabilistic approximation and mapping of component pairs for the same nomenclature. 

     Where each pixel is represented as vector features based on the color of the image. Then Gaussian 

Mix Modeling (GMM), Multilayer Perception (MLP) and SVM to classify pixels into ornamentation, 

Background pixels, sides and text. It turns out that SVM and MLP are the ones that generally outperform 

GMM in hashing [4]. 

  Instead, all of the work excels, representing every pixel with more features. They use more Texture and 

color features such as Smoothness, Laplacian, Dominant Gabor Orientation Graph, and local binary 

patterns, In addition, they select the many features, and use the algorithm to remove the irrelevant features 

[5]. 
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Introduction  

           The Historical Document Pre-processing System is essentially an artificial simulation of human 

reading, designed to process historical documents that include handwritten or machine-written text, 

graphics, videos, and other elements, with the aim of making them machine-readable. This system may 

leverage neural networks and artificial intelligence technologies as well. 

1 Image processing        

    1.1 Image definition  

                 An image is a visual representation or depiction of an object, scene, or concept. In the context 

of digital technology, a digital image refers to a binary representation of visual data that can be stored, 

manipulated, and displayed using electronic devices. Digital images can take various forms such as 

photographs, graphics, and individual frames of video [6]. 

   There are two common ways to describe and represent images: vector graphics and raster graphics. In 

vector graphics, images are defined mathematically using geometric primitives such as points, lines, and 

curves. This allows for scalability and precise rendering at any size. On the other hand, raster graphics 

represent images as a grid of pixels, where each pixel carries color and intensity information. Raster 

images are also referred to as bitmaps [7]. 

  An image map is a file or data structure that associated different regions or locations within a specified 

image with hyperlinks or other interactive elements. This allows users to interact with specific areas of 

an image, such as clicking on different parts to access related information or navigate to different web 

pages [8]. 

        

   1.2 Image types   

                  There are several common image types or formats used in digital imaging. Here are some of 

the most widely used image types: 

 JPEG (Joint Photographic Experts Group): JPEG is a widely used image format that uses lossy 

compression. It is suitable for photographs and complex images with many colors and details. 

JPEG files have the extension ".jpg" or ".jpeg". 

 PNG (Portable Network Graphics): PNG is a lossless image format that supports transparency. It 

is commonly used for graphics, icons, and images with sharp edges. PNG files have the 

extension ".png". 
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 GIF (Graphics Interchange Format): GIF is a compressed image format that supports animation 

and transparency. It is often used for small animations, logos, and simple graphics. GIF files 

have the extension ".gif". 

 BMP (Bitmap): BMP is a simple image format that stores pixel data without compression. It is 

commonly used in Windows-based applications. BMP files have the extension ".bmp". 

 TIFF (Tagged Image File Format): TIFF is a versatile image format that supports lossless 

compression and can store multiple images in a single file. It is often used in professional 

settings and for archival purposes. TIFF files have the extension ".tiff" or ".tif". 

 RAW: RAW is a file format that contains unprocessed and uncompressed data directly from a 

camera's image sensor. It retains the most information and provides flexibility for post-

processing. RAW files have various extensions depending on the camera manufacturer. 

 SVG (Scalable Vector Graphics): SVG is an XML-based vector image format that can be scaled 

without losing quality. It is widely used for scalable graphics and logos on the web. SVG files 

have the extension ".svg". 

 EPS (Encapsulated PostScript): EPS is a file format commonly used for vector graphics and 

illustrations. It supports both vector and raster elements and is widely supported in graphic 

design applications. EPS files have the extension ".eps". 

 PDF (Portable Document Format): PDF is a versatile file format used for documents, including 

images. It supports various image types, text, and interactive elements. PDF files can be viewed 

and printed on different devices while preserving the original formatting. PDF files have the 

extension ".pdf". 

 PSD (Photoshop Document): PSD is the native file format of Adobe Photoshop, a popular image 

editing software. It supports layers, masks, and various image editing features. PSD files are 

primarily used for editing and preserving editing capabilities. PSD files have the extension 

".psd". 

 WEBP: WEBP is a modern image format developed by Google. It provides both lossy and 

lossless compression options and supports transparency and animation. WEBP files are 

commonly used on the web to optimize image loading and performance. WEBP files have the 

extension ".webp". 

 JP2 (JPEG 2000): JP2 is an image compression standard that offers superior compression 

efficiency and quality compared to traditional JPEG. It supports lossy and lossless compression, 

as well as advanced features like region of interest coding. JP2 files have the extension ".jp2" or 

".j2k". 
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 ICO (Icon): ICO is a file format used for icons in Windows operating systems. It supports 

multiple image sizes and color depths, allowing icons to be displayed at different resolutions. 

ICO files have the extension ".ico". 

 

  1.3 Image processing  

        Image processing refers to the computational processing and analysis of digital images with the aim 

of extracting valuable information. In its processing, it is treated as two-dimensional signals and various 

Group are applied to them using signal processing techniques [9]. 

  Common types of image processing include: 

 Pattern recognition: involves measuring and analyzing patterns in an image. It can be used for 

various tasks such as selecting shapes, textures, or objects based on predefined patterns. 

 Object Recognition: Object recognition is focused on detecting and recognizing objects within 

an image. It includes algorithms and techniques for identifying specific objects or classes of 

objects based on their features [10]. 

 Image retrieval: Image retrieval is a process of searching and browsing through a large image 

database to find images similar to a given query image. It may rely on content-based indexing 

and retrieval techniques to match features and similarities. 

 Image sharpening and restoration: Sharpening and restoration techniques aim to improve image 

quality and detail. These methods can reduce noise, improve contrast, and restore missing or 

degraded parts of an image. 

 Visualization: Visualization techniques are used to reveal hidden or invisible information in an 

image. It involves enhancing specific features or highlighting certain aspects to make them more 

visible and interpretable [11]. 
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                           Fig1 digital image processing [88]  

 

2 Historical documents   

         Historical documents refer to any type of written or printed material that provides information 

about past events, people, or cultures. They can include diaries, letters, manuscripts, newspapers, 

government records, and many other types of documents. Historical documents are valuable resources 

for researchers, historians, and other scholars who seek to understand and interpret the past. 

Here are some definitions of historical documents from scholarly sources: 

 "Historical documents are the written evidence of human society that have been preserved and 

transmitted through time." [12] 

 "Historical documents are primary sources of information about the past that are created or 

produced at the time under study." [13] 

 "Historical documents are documents that were created in the past and provide evidence of 

historical events, people, and cultures." (The National Archives, n.d.) 

 Historical documents are important because they provide direct evidence of past events and 

can offer unique insights into the beliefs, values, and experiences of people from different 

times and places [14]. 
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                                    Fig2.historical documents [89] 

 

2.1 Tasks on historical documents  

      The tasks associated with historical documents can vary depending on the specific document, here 

are some common tasks associated with historical documents: 

 

        2.1.1 Preservation: The preservation of historical documents is an important task that involves 

taking steps to protect the physical documents from damage or deterioration. 

This can involve measures such as temperature and humidity control, proper handling techniques, and 

storage in archival materials. For more information on preservation techniques for historical documents 

[15].                                                            

                                                             

 

 

 

 

            

                                                              

                                                    Fig 3 Preservation Resources [90] 
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   2.1.2 Digitization: The digitization of historical documents involves converting physical documents 

into digital form, which can make them more accessible and easier to preserve. For more information on 

digitization techniques for historical documents [16]. 

                         

 Fig4.digitization on historical documents [91] 

 

     2.1.3 Transcription: Transcription refers to the process of transforming handwritten or printed text 

into a format that can be read and understood by machines.   

   This can be necessary when dealing with historical documents that are difficult to read due to 

variations in handwriting, spelling, and punctuation. For more information on transcription techniques 

for historical documents [17]. 

                            

                                          

 

 

  

   

 

                                     Fig 5 online OCR Transcription Services [92]. 
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      2.1.4 Translation: Translation involves the process of converting text from one language to another. 

This can be necessary when dealing with historical documents that are written in languages that are no 

longer widely used. Here is an example: [18]. 

           

                                Fig 6 Translator announces Document Translation (Preview) [93]   
 

  

      2.1.5 Data extraction: Data extraction involves identifying and extracting specific pieces of 

information from historical documents. This can be useful for creating databases or for analysing trends 

over time. For more information on data extraction techniques for historical documents [19]. 

 

        2.1.6 Text normalization: Text normalization involves standardizing the spelling and punctuation 

of text to make it easier to analyse. This can be important when dealing with historical documents that 

may use non-standard spelling or punctuation. For more information on text normalization techniques 

for historical documents [20]. 

Overall, the tasks associated with historical documents are varied and can involve a range of different 

techniques and technologies. However, the ultimate goal is to make these documents accessible and 

usable for research and scholarship. 

https://techcommunity.microsoft.com/t5/azure-ai/translator-announces-document-translation-preview/ba-p/2144185
https://techcommunity.microsoft.com/t5/azure-ai/translator-announces-document-translation-preview/ba-p/2144185
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                                                            Fig7. Text normalization [94]                                                                                                             

 

2.2 Importance of preprocessing methods  

          Preprocessing of historical documents is essential to making them accessible and usable. Here are 

some additional points on the importance of preprocessing to existing literature: 

 

      2.2.1 Enhancing legibility: As historical documents age, their text may become faded, discoloured, 

or obscured by stains, tears, or other damage. Pre-processing techniques such as image enhancement and 

restoration can also be used for clarity of text with high accuracy. For example, in a study on the 

restoration of old texts, researchers used image processing techniques to restore the text of a medieval 

manuscript that had faded due to water damage [21]. 
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                             Fig8.  Enhancing legibility of historical documents [95]   

       2.2.2 Transcription: Transcription of historical documents involves converting the text into a 

modern language or script, making it easier to understand and analyse. This can be especially important 

for documents written in languages that are no longer commonly used or in scripts that are no longer in 

use. For example, in a study on the transcription of old handwriting, researchers used deep learning 

algorithms to transcribe and translate the text of a 17th-century Dutch manuscript into modern Dutch 

[22]. 

      2.2.3 Data extraction: Historical documents often contain valuable information such as names, 

dates, and places, but extracting this information can be challenging due to the structure and language of 

the text. Preprocessing techniques such as named entity recognition and information extraction can be 

used to automatically extract important information from the text. For example, in a study on the 

extraction of personal names from historical documents, researchers used Deep learning algorithms to 

transcribe extract names from a corpus of 19th-century German documents [23]. 

        2.2.4 Text normalization: Historical documents can contain variations in spellings, abbreviations, 

and punctuation, which can make it challenging to analyse them. Preprocessing techniques such as text 

normalization and standardization can be used to reduce these variations, making the text easier to 

compare and analyse. For example, in a study on the normalization of historical texts, researchers used 

Deep learning algorithms to transcribe normalize and standardize the spelling of words in a corpus of 

English texts from the 17th and 18th centuries [24]. 
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  3 Conclusion 

                  This chapter confirms the importance of image pre-processing and its impact on the quality 

of historical documents. It also highlights the tasks associated with historical documents and stresses the 

importance of addressing existing challenges and conducting further investigations to determine optimal 

solutions. 
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Introduction  

    This chapter is dedicated to describe artificial intelligence with existing preprocessing techniques. We 

will also talk about recent works in this field, and then we will show a comparison between these works. 

 

1 Artificial Intelligence 

        1.1 Introduction  

              Artificial intelligence, often abbreviated as AI, is the development of computer systems that can 

perform tasks that would typically require human intelligence. These tasks may include things like 

speech recognition, decision-making, language translation, and even creative activities like art and 

music. The goal of AI is to create machines that can work autonomously, adapt to new situations, and 

perform tasks that are too dangerous or time-consuming for humans. 

     AI has a rich history that dates back to the 1950s, but recent advancements in machine learning and 

deep learning have led to a surge in interest and investment in the field. With the help of large amounts 

of data and powerful algorithms, it has the potential to revolutionize many industries, from healthcare 

and transportation to finance and entertainment. 

     However, as with any new technology, it also brings its own set of challenges and concerns. These 

may include issues like privacy, bias, and job displacement. As AI continues to evolve and become 

more integrated into our lives, it will be important to address these challenges and ensure that AI is used 

in a way that benefits everyone [25][26][27]. 

        1.2 Definition  

              Artificial Intelligence (AI) is a field within computer science dedicated to constructing 

intelligent machines capable of performing tasks that have traditionally required human intelligence. 

These tasks encompass areas like visual perception, speech recognition, decision-making, and language 

translation. The domain of AI is expanding swiftly, involving the creation and used of algorithms and 

computer programs that empower machines to learn from data, identify patterns, and make predictions 

or decisions [28]. 
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2 History of Artificial Intelligence 

          Artificial Intelligence (AI) is a field of computer science that aims to create intelligent machines 

that can perform tasks that typically require human cognition, such as recognising speech, interpreting 

complex data, and making decisions. The idea of AI has been around for centuries, with roots in Greek 

mythology and medieval philosophy, but it wasn't until the 20th century that the field truly began to take 

shape. 

        The modern history of AI can be traced back to the 1950s, when computer scientists begin to 

explore the possibility of creating machines that could perform tasks that were previously thought to be 

exclusively human. In 1956, the Dartmouth Conference marked the birth of AI as a field, with computer 

scientists gathering to discuss the potential of creating "thinking machines." This led to the development 

of the first AI programs, such as the Logic Theorist and the General Problem Solver. 

In the following decades, AI research saw several waves of optimism and disappointment, with funding 

and interest in the field ebbing and flowing. In the 1980s and 1990s, the focus shifted to expert systems 

and rule-based approaches, which were followed by neural networks and machine learning in the 2000s 

and beyond[29][30]. 

      Today, AI is a fast growing field, with applications in a wide range of industries, including 

healthcare, finance, transportation, and entertainment. The development of deep learning algorithms, 

along with the exponential growth in computing power and the vast amounts of data available, has led to 

major advances in areas such as natural language processing, computer vision, and robotics [28]. 

 

3 Machine Learning 

   3.1. Definition 

                Machine learning is a subfield of artificial intelligence that involves designing and developing 

algorithms and techniques that enable computers to learn from data without being explicitly 

programmed. In other words, machine learning algorithms can improve their performance through 

experience, without human intervention [31]. 

3.2. Types of machine learning systems   

     There are several types of machine learning systems, including [32]: 
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     3.2.1. Supervised learning  

            Supervised learning involves using labeled data to train a machine learning model. Each 

training sample in the dataset is associated with a corresponding score or output value. Therefore, the 

algorithm learns to predict output labels or new and unseen data values. 

      3.2.2. Unsupervised learning  

                     Unsupervised learning involves the use of unlabeled data to train a machine learning 

model. The algorithm attempts to learn the basic characteristics or distributions contained in the data, 

without any labels or output values to guide it. Clustering and dimensionality reduction are common 

examples of unsupervised learning techniques. 

     3.2.3. Reinforcement learning  

                   Reinforcement learning involves the use of trial-and-error to learn optimal behavior. The 

algorithm determines what actions to take in a given situation to maximize a reward (in the form of a 

number) in order to achieve a specific goal. This type of learning is often used in robotics and game-

playing applications. 

 

4 Deep Learning  

           Deep learning is a subfield of machine learning that focuses on training artificial neural networks 

with multiple layers to learn and make predictions from complex and large-scale data. Deep learning 

algorithms are designed to automatically learn hierarchical representations of data by progressively 

extracting higher-level features [33]. 

   4.1. Neural Networks  

                 Neural networks form the foundation of deep learning. They consist of interconnected nodes, 

called artificial neurons or units, organized in layers. The input layer receives the raw data, which is then 

passed through multiple hidden layers, and finally, the output layer produces the desired predictions or 

classifications. 
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                      Fig 9. The Architecture of Neural Networks [96] 

 

 4.2 Deep Neural Networks   

               Deep neural networks refer to neural networks with many hidden layers, allowing them to learn 

increasingly abstract and complex representations of the input data. The depth of the network enables it 

to capture intricate patterns and dependencies in the data, leading to improved performance in tasks such 

as image and speech recognition, natural language processing, and many others [34] [35]. 

 

                              

                                                                 Fig 10. Deep Neural Networks [97] 
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     4.2.1 Convolutional Neural Networks (CNNs)  

                   Convolutional neural networks (CNNs) are a specialized type of deep neural networks 

commonly used for analysing visual data. They are designed to automatically learn and extract spatial 

hierarchies of features from images through repeated application of convolutional and pooling 

operations. 

 

      4.2.2 Recurrent Neural Networks (RNNs)  

                     Recurrent neural networks (RNNs) are another type of deep neural network well suited for 

processing sequential data, such as time series or natural language. RNNs have recursive connections 

that allow them to retain memory of previous inputs, and enable them to model temporal and context 

dependencies in data.  

5 Preprocessing techniques overview 

         Preprocessing techniques play a crucial role in character recognition systems, where they are 

applied to color or gray-level document images containing text and/or graphics. Due to the 

computational demands of color images, grayscale or binary images are commonly used in such 

systems. However, these images often present challenges such as non-uniform backgrounds and 

watermarks, making text extraction difficult without preprocessing. The objective of preprocessing is to 

obtain a binary image that exclusively contains the text. 

     To achieve this, a series of steps are employed. First, image enhancement techniques are applied to 

reduce noise and correct contrast. Then, thresholding is performed to eliminate background elements 

like scenes, watermarks, and noise. Page segmentation follows, separating graphics from text. Next, 

character segmentation is employed to isolate individual characters, and morphological processing is 

used to improve characters affected by thresholding or other preprocessing techniques. These 

technologies offer various options for integration into character recognition systems, and their 

application may vary at different stages of an OCR system. Subsequent sections will delve into some of 

these mentioned technologies.” 

5.1 Image enhancement techniques  

             In the field of image processing, image enhancement techniques are used to improve the quality 

of images to improve human perception. These technologies include a combination of actions, including 

noise removal, darkening reduction, contrast enhancement, and detail amplification. This section delves 

into an exploration of several commonly used image enhancement techniques, highlighting their 

application and effectiveness in improving the visual quality of images.   
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 5.1.1 Spatial image filtering operations 

           Filters play a crucial role in image processing, serving the purpose of either smoothing the image 

by reducing high frequencies or enhancing it by accentuating low frequencies and detecting edges. 

Image restoration and enhancement techniques can be performed in either the spatial or frequency 

domain, with the frequency domain approach often utilizing Fourier transforms as a popular method. 

However, Fourier transforms can be computationally intensive and may not always be necessary. In 

contrast, spatial filtering techniques, which involve convolution with small masks like 3x3 filters, offer a 

faster and simpler alternative. This chapter focuses exclusively on spatial filtering techniques, as they 

are effective for image processing tasks. Images captured may contain noise, which can degrade their 

quality and hinder analysis. Additionally, certain regions within an image may require specific emphasis 

or highlighting. Spatial processing techniques can be broadly classified into two categories: point 

processing, which involves transforming individual pixels independently, and mask processing, which 

considers a pixel along with its neighboring pixels within a defined mask to generate an enhanced pixel 

at specific coordinates (x, y) in the resulting image. 

 

   5.1.1.1 Point processing 

       Point processing is a basic technique in image processing that falls under the category of spatial 

processing. It involves modifying the values of individual pixels in an image independently to improve 

desired features. Mathematically, this can be expressed using the following equation (1): 

                                    Enhanced_pixel(x,y) = f(original_pixel(x,y))                            (1) 

In equation (1), enhanced_pixel(x, y) represents the pixels at the (x, y) coordinates in the resulting 

enhanced image. original_pixel(x, y) represents the corresponding pixel in the original image. The 

transformation function f ( ) is applied to the original pixel to determine its modified value in the 

enhanced image. By applying point manipulations, such as contrast adjustment, brightness correction, 

and color manipulation, to each pixel independently, specific improvements can be achieved in local 

areas of the image. This flexibility allows for targeted improvements and enables customization of 

image enhancement techniques based on specific requirements. 
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   5.1.1.1.1 Contrast stretching 

                  Contrast stretching is a type of point processing technique in image processing used to 

improve the contrast of an image by expanding its dynamic range. The dynamic range refers to the range 

of pixel intensities in an image, from the darkest to the lightest values. When an image has low contrast, 

this means that the range of intensities is relatively narrow, making it difficult to distinguish between 

different parts of the image. Contrast stretching can be used to increase the range of pixel intensities, 

making the differences between different parts of the image more noticeable. 

       This technique involves applying a linear transformation to the pixel values in an image, such that 

the darkest pixel value is mapped to black (0) and the lightest pixel value is mapped to white (255), with 

all other pixel values scaled proportionally between them. This extends the intensity range across the 

entire spectrum, resulting in an image with enhanced contrast. The linear transformation is typically 

performed using a simple formula, such as (2): 

 

                              O(x,y) = (I(x,y) – I_min) * (255 / (I_max – I_min))                                  (2) 

 

     Where O(x, y) is the output pixel value at location (x,y), I(x,y) is the input pixel value at location 

(x,y), I_min is the minimum pixel value in the image, I_max is the maximum pixel value in the image, 

and 255 is the maximum possible pixel value in an 8-bit grayscale image. 

       5.1.1.1.2 Global image thresholding 

                          Global image thresholding is a technique used in image processing to separated objects 

of interest from the background based on the intensity values of pixels. Typically applied to gray-level 

or color document scanned images, it involves assigning pixels to either the foreground or background 

region based on a predetermined threshold value. One commonly used method for determining the 

threshold value is Otsu's method, which calculates the threshold based on the image's histogram. 

The iterative procedure for global thresholding is as follows: 

            Step 1:     Choose an initial threshold value T. 

            Step 2: Separate the pixels of the input image into two groups: those with intensity values greater 

than T, and those with intensity values less than or equal to T. 

            Step 3: Calculate the average intensity values, or means, of each of the two groups. 

            Step 4: Calculate a new threshold value T_new as the average of the two means (4): 
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                                T_new = (mean1 + mean2) / 2                                                     (4) 

                       Where mean1 and mean2 are the mean intensity values of the two pixel groups. 

 

              Step 5: Repeat steps 2-4 until the difference between T and T_new is smaller than a   predefined 

tolerance value. 

        

      Where many thresholding methods have been published, for example, [36]. Comparing the 

performance of more than 20 global threshold algorithms using standardized metrics or shape metrics. 

The comparison showed that the Otsu separation method gave the best performance [36], [37]. On the 

other hand, in an evaluation of change detection by Rosin & Ioannidis concluded that Otsu algorithm 

has very poor performance compared to other universal methods [38], [37]. Trier and Jain's OCR 

evaluation study examined four universal techniques by which the Otsu method was shown to be 

superior to the other methods examined during the study [39]. In addition, Fisher compared 15 universal 

methods and confirmed that Otsu's method is preferred in document image processing [40]. Otsu's 

method is a widely used technique for converting a gray level image into a binary image and then 

calculating the optimal level separating these two classes such that their co-diffusion (interlayer 

contrast) is minimal. Otsu's method searches for the limit that minimizes intra-class variance, defined in 

equation (5) as a weighted sum of the variances between the two classes [37]. 

                             2 (t) = (t) 2 (t)(1)   (t) 2 (t ) (5) 

       The weights ωi are the probabilities of the two categories separated by a threshold t and 2  i is the 

variance of these categories. Otsu shows that reducing variance within a category is the same as 

maximizing variance between categories, Equation (6):              

         b 2 (t)   2   2 (t) = (1) (t)(2) (t)[(1) (t)  (2)(t)]2                  (6)  

        This is expressed in terms of class probabilities ωi and class mean μi which in turn can be updated 

iteratively. The steps of the algorithm are: 

 Calculate the histogram and probabilities for each intensity level 

 Initialize ωi(0) and μi(0)   

  Exceed all threshold values t = 1 …. To maximum intensity.  

  Update ωi(0) and μi(0) - Calculate the maximum ( ) 2 t  b , which corresponds to the 

desired threshold 
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            Step 6: Set all pixels with intensity values greater than or equal to T to a value of 255 (white), and 

all pixels with intensity values less than T to a value of 0 (black), resulting in a binary image. 

    5.1.1.1.3 Histogram processing  

            Histogram processing plays an important role in image optimization, as well as image 

compression and segmentation processing. It includes graph analysis and processing, which represents 

the frequency distribution of different values on the gray level in the image. The histogram provides 

valuable insights into the pixel intensity distribution, ranging from 0 (representing black) to 255 

(representing white). Scanned or captured images often suffer from a limited color range or low 

contrast, resulting in a lack of detail. By applying graph processing techniques, the image can be 

optimized to improve the level of detail and facilitate subsequent machine vision tasks, such as 

segmentation. 

    5.1.1.1.3.1 Histogram equalisation 

                 Histogram equalization is a widely used global technique in image processing. It’s main 

objective is to stretch the histogram of an image across between range of pixel values (0 - 255). By 

doing so, it effectively enhances the contrast of the image, making it more visually appealing for human 

inspection. Furthermore, histogram equalization can be employed to normalize variations in 

illumination, thus aiding in image understanding tasks. The process it self is relatively straightforward. 

For each brightness level 'j' in the original image, the new pixel level value 'k' is calculated using the 

equation (7): 

 

                                     𝑘 = ∑ 𝑁𝑖 / 𝑇𝑖
𝑖=0                                                 (7)   

      In this equation, the sum considers the number of pixels in the image, obtained by integrating 

histograms, with a brightness value equal to or less than “j”. The letter “T” represents the total number 

of pixels in the image [41]. In addition, graph equalization serves as a basic operation that can be used to 

generate new images based on specification or modification of the graph. 

       Therefore, histogram equalization provides a powerful means to enhance image contrast and to 

manipulate illumination differences in image comprehension tasks. Its simplicity and effectiveness make 

it a valuable tool in image processing. [41] 
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  5.1.1.1.3.2 Histogram specification (Matching)  

                                Histogram matching is an image processing technique used to adjust the color 

distribution of two images by making use of their image histograms. 

 

  

 

    Fig 11 shows the cumulative distribution functions for both the reference and normalized images [98]. 

 

      Adjusting the histogram may involve aligning the cumulative function f2 of the image to be mapped 

using the cumulative distribution function (CDF) of the reference image, denoted by f1. To achieve 

histogram matching, histograms are calculated for both images, followed by the calculation of the CDF 

of the reference image (f1) and the image to be modified (f2). The goal of graph matching is to match 

the closest CDF f2 to the reference image CDF f1. For each gray level g1, the corresponding gray level 

g2 is defined as f1(g1) = f2(g2), as shown in Figure 11. In this process it produces the result of the graph 

matching function, denoted by M(g1) = p2 [42 ]. 

   5.1.1.1.4 Log transformations 

       Log transforms are a specific type of point processing technique used in image processing to 

improve the contrast of images that have low dynamic range. This technique involves applying a 

logarithm function to the pixel values of the input image and later adjusting the values to a new range. 

The log transformation formula is expressed as follows (8): 

                        O(x,y) = c * log(1 + I(x,y))                                                    (8) 

    Here, the pixel value of the output image at the (x, y) position is denoted as O(x, y), and the 

corresponding input image pixel value at the same position is represented as I(x, y). The constant 'c' is 

used to scale the resulting image intensity values to the desired range. 
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       Through the use of log-shifting, the dynamic range of the input image is compressed, resulting in 

improved contrast in lower intensity regions with in the image. This transformation makes it easier to 

visualize and analyse the fine details and subtle differences in the image. 

 

      5.1.1.1.5 Power law transformation 

                       The power law transformation, also referred to as gamma correction, is a point processing 

technique employed to enhance images by mapping the original pixel values to new values using a 

power-law function. 

The power law transformation function is generally represented as follows (9): 

 

                                     s = cr^γ                                                                    (9) 

            

             In this equation denotes the output pixel value, "r" represents the input pixel value, "c" is a 

constant, and "" corresponds to the gamma value. The gamma value determines the degree of 

enhancement applied to the image. When γ is less than 1, the resulting image appears darker, while 

values greater than 1 produce a brighter image. 

Power law transformation serves various purposes such as correcting for nonlinear elements in the 

image sensor's density response, adjusting the brightness and contrast of an image, or accentuating 

specific features within an image. By manipulating the gamma value, different visual effects can be 

achieved, allowing for customized optimization based on the specific requirements of the image 

processing task. 

5.1.2. Local thresholding 

           Local thresholding techniques are used to segment images of documents with non-uniform 

backlighting or complex backgrounds, including watermarks commonly found on security documents. 

In situations where global thresholding methods encounter graphical images displaying multiple peaks, 

the precise separation of foreground and background becomes very complex. The complexity introduced 

by the multiple peaks hinders the effectiveness of global thresholding techniques in distinguishing 

objects from the background. It is important to note that local thresholding methods are designed for 

specific applications and may not work well across different scenarios. Local threshold results can vary, 

increase or decrease, depending on the contrast and brightness characteristics of the image. 
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    Several surveys have been conducted to compare different thresholding techniques. For example, 

Trier and Jain conducted an evaluation to evaluate the performance of 11 adaptive dual modalities 

widely recognized at the national level [39]. 

          Their evaluation focused on the ability of the OCR unit to accurately recognize handwritten 

numbers from hydrographic images. According to their findings, the Niblack method [43] showed to be 

the best performer among the evaluated techniques. However, it is important to bear in mind the authors' 

conclusion that this observation may not hold when different sets of images are used in combination 

with various feature extraction methods and classifiers. Therefore, the selection and effectiveness of 

local threshold methods can depend on the specific characteristics and requirements of the specific 

application. 

5.2 Noise Removal 

              Noise removal is an important step in image processing to enhance the reliability and 

robustness of OCR systems, especially when images contain various sources of noise, including random 

variations such as photon noise, thermal noise, on-chip electronic noise, and measurement noise. While 

some noise sources can be mitigated through sensor or CCD camera improvements, some noise 

components persist, necessitating the application of noise reduction techniques. 

       One of the prevalent types of noise in binary images is isolated pixels or salt and pepper noise, 

which can be effectively removed through a process known as padding. This approach involves filling 

each isolated pixel “island” with surrounding “sea” pixels [44]. In grayscale images, both intermediate 

filters and low-pass filters such as median blur and Gaussian blur have proven effective in removing 

isolated pixel noise. 

      Low-pass filters, including Gaussian blur and median filters, work by smoothing images by 

averaging adjacent pixel values. The Gaussian filter is determined by formula (11): 

                          G(x, y) = (1/(2πσ^2)) * e^(-(x^2 + y^2)/(2σ^2))              (11) 

Here, x and y represent the distance from the center of the filter, and denote the standard deviation of the 

Gaussian distribution. Filter average, on the other hand, simply averages the pixel values within the 

filter window. By moving the filter window over each pixel in the image, these filters can be applied to 

calculate the filtered value. 

Additional noise reduction techniques include wave-based methods that take advantage of a multiscale 

approach to suppress noise while preserving edges and image detail. These methods are particularly 
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effective at reducing noise within textured areas of an image. Moreover, noise reduction algorithms 

based on deep learning have shown promising results in effectively reducing noise. 

The choice of an appropriate noise reduction technique depends on the specific type of noise present and 

the characteristics of the image being processed. Different technologies may show different levels of 

effectiveness across different applications and should be chosen accordingly. 

5.3 Skew detection/correction     

             Skew in document images is a common problem as it has a detrimental effect on the accuracy of 

different document image analysis methods. To address this problem, deviation detection and correction 

techniques are used. Also, there are various methods for detecting deflection, such as drop profile 

analysis, Hough transform, connected components, clustering, and linear correlation. In addition, 

specific applications have introduced new technologies, such as the center-of-gravity method 

specifically designed for Arabic document images. However, the accuracy of most of these techniques is 

limited, usually in the 0.1° range. As a result, further research is necessary to improve their performance 

in dealing effectively with deviance-related challenges. The choice of aberration detection and 

correction technique should be based on the specific requirements of the application and the 

characteristics of the images being considered. 

5.4 Page segmentation   

           To improve page segmentation, one can consider using more advanced and modern techniques 

such as deep learning based methods. Convolutional neural networks (CNNs) have been shown to 

perform well on page segmentation tasks, especially in dealing with complex and irregular document 

layouts. For example, the use of fully convolutional networks (FCN) for page segmentation has been 

proposed in recent studies [45]. Another approach is to use generative adversarial networks (GANs) to 

generate realistic document images, which can then be used to train page segmentation models [46]. 

These methods can be trained on a variety of document images to make them more powerful and 

efficient for a variety of document types and formats. 

      In addition, it may be useful to combine multiple segmentation methods to improve accuracy, such 

as combining a top-down and bottom-up approach as described in the Kruatrachue and Suthaphan 

method mentioned in the text. Finally, it is important to consider pre-processing steps, such as skew 

detection and correction, to ensure the best possible segmentation results. 
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5.5 Image size normalization 

             After splitting the characters, the resulting orphan characters are ready for the feature extraction 

stage. In order to achieve data consistency, it is usual to normalize orphaned characters to a 

predetermined size. This size can be determined by empirical or empirical means, and the requirements 

of the application and also the feature extraction or classification techniques used must be considered. 

Then, orphan characters undergo trait extraction to extract relevant characteristics that can be used for 

subsequent analysis or classification purposes. 

6 Recent works 

  6.1 Apostolos Antonacopoulos, Basilis Gatos, and al (2016)  

This work is proposed a deep learning-based method for page segmentation of historical 

document images. The proposed method uses a Convolutional Neural Networks (CNNs), 

have been applied for feature extraction and classification of medieval manuscripts [47]. 

The dataset used are: 

 BnF dataset: A collection of manuscripts from the Bibliography nationale de France (BnF)) 

 Leuven dataset: A dataset from the University of Leuven containing medieval manuscripts 

 Bibale dataset: A dataset from the BIBALE project containing manuscripts from the Gironde 

Archives departments. And this winner of this competition NNML 83.80%   

 

 6.2 M. Seuret and al. (2017)   

           This work [48] is proposed a deep learning-based method for page segmentation of historical 

document images. The proposed method uses a convolutional neural network (CNN) to predict the 

regions of interest in the document image, such as text regions, image regions, and background regions. 

The preprocessing step in this method includes image normalization and binarization, which take up to 

10% of the preprocessing time. The proposed method achieves state-of-the-art performance on several 

benchmark and datasets used are: G.Washington 89%, Parzival 64% and St. Gall 89%.        

6.3   G. Renton and al. (2017)         

         This work [49] is proposed a deep learning-based method FCN, a type of neural network 

specifically designed for pixel-wise predictions, to accurately segment text lines in handwritten 

documents. The main objective of their work is to automatically extract individual lines of text from 

handwritten document images, which can be a challenging task due to variations in writing styles, 

overlapping text, and other complexities inherent to handwritten documents.The dataset used a different 

dataset competition (ICDAR 2017) that gave 93% 
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 6.4   A. Fischer and al. (2018)  

        This work [50] is proposed a fully convolutional neural network (FCN) for text line segmentation in 

historical handwritten documents. The proposed method uses an FCN to predict the pixel-wise text line 

labels in the document image. The preprocessing step in this method includes image normalization and 

binarization, which take up to 15% of the preprocessing time. The proposed method achieves state-of-

the-art performance on several benchmark datasets used are: G.Washington 87%, Parzival 91% and St. 

Gall 95%. 

6.5 B. barakat, and al. (2018)  

      This work [51] is proposed a method leverages capabilities of FCN witch are deep neural networks 

specifically designed for pixel-wise predictions. In this case, the FCN is trained to predict the pixel-level 

labels that correspond to the boundaries of text lines in the document image. The dataset used is  

Islamic heritage project (IHP) and validation 88%.  

     

  6.6 R.Alaasam and al. (2019)  

          This work [52] is proposed a method siamese network architecture, which is a type of neural 

network   

 Designed for learning similarity or dissimilarity between input pairs . The siamese network is trained to  

Comparison different regions within the manuscript and learn the distinctive features that enable layout 

analysis. The dataset used Arabic manuscript that gave 93%. 

 

     6.7    A. Singh and M. Vatsa (2019) 

         Provides this work [53] a comprehensive review of deep learning-based methods for handwritten 

text recognition. The review covers the preprocessing steps, including image normalization, 

binarization, line segmentation, and word segmentation, that are commonly used in these methods. The 

authors analyse the performance of various deep learning-based methods on several benchmark datasets 

and highlight the strengths and weaknesses of these methods. 
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     6.8 G. Gatos and al. (2020) 

              This work [54] is proposed a deep learning-based method for handwritten text recognition on 

medieval manuscripts. The proposed method uses a CNN and a bidirectional LSTM (BLSTM) network 

to recognize the text in the document image. The preprocessing step in this method includes image 

normalization, binarization, and line segmentation, which take up to 30% of the preprocessing time. The 

proposed method achieves state-of-the-art performance on several benchmark datasets of medieval 

manuscripts. 

6.9   S. S. Suresh and S. Sundaram (2020) 

            Provides this work [55] a comprehensive survey of deep learning-based methods for handwritten 

text recognition. The survey covers the preprocessing steps, including image normalization, 

binarization, line segmentation, and word segmentation, that are commonly used in these methods. The 

authors analyse the performance of various deep learning-based methods on several benchmark datasets 

and highlight the recent advancements and challenges in this field. 

 

 6.10   L. G. Monwar and al. (2020) 

              Provides this work [56] a comprehensive survey of methods for handwritten text recognition on 

historical documents. The survey covers traditional methods as well as deep learning-based methods, 

and discusses the preprocessing steps, including image enhancement, binarization, and segmentation, 

that are commonly used in these methods. The authors analyse the performance of various methods on 

several benchmark datasets and highlight the recent advancements and challenges in this field. 
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7 Comparison of works 

         A summary of notable techniques based on preprocessing impact on historical document methods 

is presented in Table 7 it can be seen that although the performance of different studies varies 

depending on the technique as well as the dataset used, in general, research is being done to find robust 

solutions to this problem 

                                                                

Artical Methods Accuracy% 

6.1 Apostolos Antonacopoulos, 

Basilis Gatos, and  al(2016) [47] 

 

Convolutional feature extraction and 

classification of medieval manuscripts. 

 

83.80% 

6.2   M. Seuret and al. (2017)[48] convolutional neural network (CNN) to 

predict the regions of interest in the 

document image, such as text regions, 

image regions, and background regions 

G.Washington 89%, 

Parzival 64%  

St. Gall 89%. 

 

6.3   G. Renton and al. (2017) [49]: method FCN, a type of neural network 

specifically designed for pixel-wise 

predictions, to accurately segment text 

lines in handwritten documents 

ICDAR2017  93% 

6.4   A. Fischer and al. (2018) [50]: fully convolutional neural network (FCN) 

for text line segmentation in historical 

handwritten documents. 

G.Washington 87%, 

Parzival 91%  

St. Gall 95%. 

6.5    B. barakat, and al. (2018) 

[51]: 

 

FCN witch are deep neural networks 

specifically designed for pixel-wise 

predictions 
88% 

6.6  R.Alaasam and al. (2019)[52]:   . method siamese network architecture, 

which is a type of neural network   

Designed for learning similarity or 

dissimilarity between input pairs 

 

93%  

6.7   A. Singh and M. Vatsa 

(2019)[53]: 

 

comprehensive review of deep learning-

based methods for handwritten text 

recognition. 
/ 
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                                             Table 7 Comparison of works 

 

8 Conclusion 
      

        In this chapter, we have dealt with artificial intelligence, got acquainted with many of its 

technologies, also challenged us with some pre-processing methods, and we also talked about recent 

works. 

 

 

 

   

 

 

 

 

 

 

 

 

 

6.8  G. Gatos and al. (2020)[54]: The proposed method uses a CNN and a 

bidirectional LSTM (BLSTM) network to 

recognize the text in the document image. 
/ 

6.9  S. S. Suresh and S. Sundaram 

(2020)[55]: 

 

Comprehensive survey of deep learning-

based methods for handwritten text 

recognition. 

/ 

6.10   L. G. Monwar and al. 

(2020)[56]: 

 

Comprehensive survey of methods for 

handwritten text recognition on historical 

documents. 

/ 
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Introduction 

        This chapter is dedicated to talking about the classification of historical documents, especially in 

terms of history (chronology), as well as presenting the system applied by the MPS data set. We also 

show some pre-processing techniques applied in this system. 

 

1 Historical documents classification  

                 Classification of historical documents refers to the process of categorising or organising 

historical documents into different classes or classes based on their content, characteristics, or other 

relevant features. It also involves the use of computational methods and techniques to analyse, interpret 

and categorize large volumes of historical documents [57]. 

Tasks in the classification of historical documents can also vary depending on the goals and specific 

requirements of the analysis. Some common tasks in the classification of historical documents include: 

 Document Classification: This task is to assign historical documents to predefined classes or 

categories based on their subject matter, genre, authorship, and especially the time period. For 

example, categorising documents on topics such as politics, religion, or art, or categorizing them 

by the time period in which they were created. 

 Text classification: Text classification focused on categorizing historical documents based on the 

textual content they contain. It includes analysis of language, vocabulary, and textual styles to 

tailor documents to specific categories. For example, categorizing documents as letters, 

memorandums, newspapers, legal documents, or literary works. 

 Selected Entity Identification: Specific Entity Identification involves identifying and 

categorizing named entities such as the names of people, organizations, locations, dates, or other 

significant entities mentioned in historical documents. It helps extract valuable information and 

facilitate further analysis. 

 Language identification: Language identification is the task of determining the language in 

which the historical document was written. It is particularly suitable for multilingual groups and 

helps in organizing and retrieving documents based on language. 

The data used to classify historical documents typically consists of digital copies of the documents 

themselves, along with their associated metadata. The data may include full text, images, or both. In 

addition, relevant attributes such as document title, author information, year of publication, and 

other contextual details are often included as part of the data. 
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       The years or time periods associated with historical documents serve as important metadata for 

classification. They can be used to define time categories, analyse historical trends, or group documents 

based on specific time periods. 

     Classification of historical documents also plays an important role in digital humanities, archival 

research, cultural preservation, and historical analysis. It enables the efficient organization, retrieval, and 

analysis of large collections of historical documents, providing researchers and historians with valuable 

insights into the past. 

   1.1 Description of tasks      

                Chronology (Dating): 

     The classification of historical documents is considered in terms of the historical sequence, as it 

prompts the process of organizing and classifying them based on their chronological order or the time 

period of creation [58]. It involves mapping specific time periods or historical eras in order to facilitate 

analysis and understanding of historical events, cultural changes, or societal developments over time. 

          This type of classification is particularly valuable for studying historical trends, tracing the 

development of ideas or practices, as well as studying the development of historical events. This allows 

researchers and historians to identify and explore patterns, connections, and shifts in the historical 

context. 

           The classification process may involve different methods, including manual annotations by 

experts, automated methods using machine learning algorithms, or a combination of both. Historical 

metadata such as document dates, years of publication, author information, or contextual clues within 

the documents themselves can be used to infer the time period to which documents belong. 

             By categorizing historical documents in terms of chronology, researchers can gain insights into 

the evolution of societies, cultures, ideologies, and technologies across different time periods. This helps 

organize, retrieve and analyse historical data, and supports a deeper understanding of the past and its 

impact on the present. 
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2 Global architecture 

              In this part, we will attempt an overview of our system, the latter consisting of pre-processing 

methods on historical documents and chronologically classifying them using the MPS dataset, 3 classes 

were used. After reading it, it is divided into two parts (training and 20% validation), and the image is 

formatted in terms of equal dimensions. 

Then we apply these techniques to them in order to note the result to be obtained, as well as to note the 

difference between applying pre-processing methods to historical documents as well as not applying 

them, and in the end they are classified with the described tasks (chronological sequence), as show in 

Fig 12 below. 

                                         

 

 

 

 

 

                                         

                                             

                 

Fig 12 view general of system 

 

3 Dataset  

        The pilot study used a 'Medieval Palaeographic Scale (MPS)' dataset entered [59] to validate the 

system. This dataset consists of 3,267 images of charters written during the period from 1300 to 1550 

AD. Charters have been collected from four prominent cities, 'Arnhem', 'Leiden', 'Leuven' and 

'Groningen', which represent different corners of 'medieval Dutch'. 

Region. Figure 13 presents a selection of charter images from the four cities included in the MPS 

dataset. 
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        Fig13.sample images of charters from medieval paleographic scal dataset [59] 

 

4 Preprocessing adopted techniques 

       4.1 Binarization and remove noise        

                Binarization and noise removal are two important image processing techniques that have a 

significant impact on historical documents. 

    Binarization Binary encoding refers to the process of converting a grayscale or color image into a 

binary image, in which each pixel is assigned a white or black value based on a certain threshold. In the 

context of historical documents, binary coding is often used to separate the foreground (text or 

handwriting) from the background, making it easier to analyse and manipulated the textual content. 

Binary coding improves documents readability by improving contrast between text and background.     

Noise removal, On the other hand, noise removal involves removing or reducing unwanted noise or 

noise in an image. In historical documents, noise can arise from various sources such as paper aging, ink 

fading, wiping artifacts, or physical damage to the document. Noise can significantly reduce the clarity 

and quality of a document, making it difficult to extract useful information. By applying noise removal 

techniques, such as filters or image enhancement algorithms, unwanted noise can be reduced, resulting 

in a cleaner and more visually appealing document. 

The combination of binary coding and noise removal techniques is critical in improving the visual 

quality, clarity, and analysis of historical documents. These pre-processing steps are often performed as 

part of document digitization and preservation efforts, enabling researchers, historians, and conservators 

to better study, interpret, and preserve the valuable historical information found in these documents. 
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4.2 Deskew function (remove noise and rotate) 

                    The deskew function, which involves noise removal and rotation, has a significant impact 

on historical documents. 

    The deskew function not only addresses noise removal but also corrects the rotation or slant present in 

the document. Skew refers to the misalignment or tilting of the text or content in the document, which 

can occur during the scanning process or due to document handling over time. Skew can make the 

document difficult to read and analyse accurately. 

  By applying noise removal techniques, such as filters or noise reduction algorithms, the skew function 

eliminated unwanted defects and disturbances in the document image. This process improves the 

readability of the text and ensures that the content stands out more prominently, improving the overall 

quality of the document. 

      In addition, the keystone correction function corrects the rotation or tilt of the document. This 

includes determining the angle of rotation and applying the appropriate transformation to align the text 

correctly. By aligning the text horizontally or vertically, the error correction function makes it easy to 

read and interpret the document accurately. 

        The combined effect of noise removal and rotation correction in the skew function greatly 

improves the overall quality, clarity and readability of historical documents. It promotes the 

preservation, analysis, and dissemination of historical information, making it accessible to researchers, 

historians, and the general public. Through noise reduction and rotation correction, the skew function 

plays an important role in unlocking the valuable content and knowledge contained in historical 

documents. 

       4.3 Each image in the dataset and perform the intensity stretching 

                  Performing an intensity stretch on each image in the dataset has a significant impact on 

historical documents. 

Density stretching, also known as contrast stretching, is a technique used to improve visual contrast and 

improve the overall look of images. It adjusts the range of intensity values present in an image to cover 

the full dynamic range, thus increasing the distinction between different levels of brightness and 

improving detail within an image. 

When applied to historical documents, extreme stretching can help reveal finer details, improve 

readability, and improve legibility of text and content. Historical documents often suffer from 
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deterioration, such as fading, discoloration, and uneven lighting, which can lead to poor contrast and 

reduced clarity of content. 

By stretching the intensity values, dark areas become darker, and bright areas become brighter, 

effectively increasing the contrast between foreground and background elements in your document. This 

allows a clearer visualization of the text, illustrations, and other content in the historical document. 

Intensity expansion also helps bring out fine features and subtle details that might otherwise be obscured 

or difficult to perceive. It enhances the visibility of faded handwriting, intricate patterns, and delicate 

textures, which are often so prevalent in historical documents. 

Moreover, extreme stretching can help restore and preserve historical documents. By improving the 

overall appearance and readability, it enables scholars, conservators, and historians to better analyse and 

interpret the content. It facilitates the extraction of valuable information, the identification of the 

historical context, and contributes to the digitization and publication of historical documents. 

In general, applying hyper-stretching to each image in a historical document dataset enhances contrast, 

improves visibility, reveals fine details, and helps preserve and analyse valuable historical information. 

   4.4 Method top-hat transform  

             Top-hat conversion is a method that can have a significant impact on historical documents by 

improving the contrast of text and other dark areas within documents. 

Top hat transformation is a morphological process in image processing that extracts small, bright details 

from a given image while preserving the overall structure. It is particularly useful in applications where 

the focus is on enhancing fine details or extracting specific features that may be hidden or less 

noticeable due to differences in lighting or noise. 

In the context of historical documents, top-hat conversion can help improve legibility and legibility of 

text and other important content. Historical documents often suffer from deterioration, including uneven 

lighting, discoloration, and ink fading, which can reduce contrast and make it difficult to discern fine 

details. 

By applying a top hat transformation, dark areas within a document, such as text and other marks, can 

be enhanced and made more distinct from the background. This process helps bring out hidden or faded 

details, such as faded text or subtle handwritten annotations, which are essential to understanding and 

analyzing historical documents. 



Page | 47  
 

The top hat conversion can also be useful for removing unwanted noise or artifacts from document 

images. It can help reduce the impact of noise or uneven background patterns, resulting in a clearer, 

clearer representation of the original content. 

In general, the top-hat conversion method has a positive effect on historical documents by improving 

contrast, improving clarity, and revealing hidden details. It helps preserve, analyse, and interpret 

historical information, making it a valuable tool in the field of document image processing for historical 

document studies. 

      4.5 Histogram equalization to enhance the contrast of the image  

                   Histogram equalization is a technique used to improve image contrast, which can have a 

significant impact on historical documents. In historical documents, the contrast between text and 

background may deteriorate over time due to factors such as aging, fading ink, or uneven lighting during 

the document capture process. 

By applying histogram equalization, the image intensity values are redistributed to cover the full 

dynamic range. This means that the range of intensity values becomes more evenly distributed, 

enhancing the differences between the light and dark regions. As a result, text and other details in 

historical documents become more prominent and easier to read. 

Histogram equalization helps reveal hidden details, enhance clarity, and improve the overall visual 

quality of historical documents. It can compensate for differences in lighting conditions, restore faded or 

low-contrast text, and make documents easier to analyse and interpret. 

By enhancing contrast, histogram equalization contributes to the preservation, digitization, and 

understanding of historical documents, enabling researchers, historians, and enthusiasts to more 

effectively study and appreciate these valuable artifacts. 

             4.6 Using the Canny edge detection method 

        Using the Canny edge method for edge detection has a significant impact on historical documents. 

Edge detection is a basic image processing technique that aims to identify boundaries between different 

objects or regions in an image. In the context of historical documents, Canny's edge detection method is 

particularly valuable for several reasons. 

First, historical documents often contain complex patterns, intricate calligraphy, and decorative elements 

that may have faded or become less distinctive over time. By applying the edge detection method, the 

edges of these patterns and text elements can be extracted and highlighted, making them cleared and 

easier to analyse and interpreted. 
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Second, Canny's edge detection method can help with document segmentation, which involves 

separating text from the background or differentiate between different regions of interest within a 

document. This segmentation process is important for many tasks such as text recognition, content 

analysis, and document understanding. Accurate edge detection through edge detection helps achieve 

reliable segmentation of documents. 

Moreover, the canny edge detection method can be useful in restoring and preserving historical 

documents. By to set the edges of damaged or deteriorated areas, restoration experts can better 

understand the extent of the damage and apply appropriate conservation and repair techniques. 

Moreover, canny edge detection method can help handwritten text recognition and extraction from 

historical documents. By detecting the edges of individual characters and words, the Canny Edge edges 

detection method can contribute to optical character recognition (OCR) systems and other text analysis 

algorithms, enabling automatic processing and indexing of historical documents. 

In short, using the canny edge method on historical documents enhances visual analysis, segmentation, 

and retrieval, and easy later tasks such as text recognition and content understanding. It plays a critical 

role in extracting relevant information, maintaining the integrity of the document, and promoting further 

research and exploration of historical artifacts. 

 

4.7 Combined transform [CLAHE (Contrast Limited Adaptive Histogram Equalization) and 

perform the intensity stretching] 

          The combined transformation of CLAHE (Adaptive Finite Variation Graph Equation) and density 

stretching has a significant impact on historical documents. This transformation is intended to enhance 

contrast and improve the visibility of details in document images. CLAHE is a variant of histogram 

equalization that adapts to locally improving contrast within small regions of an image. It overcomes the 

limitations of traditional graph equalization by preventing excessive noise amplification and preserving 

local contrast. By applying CLAHE, the differences in intensity values within each region of the image 

are stretched, improving the visibility of fine details and textures. 

On the other hand, intensity stretching aims to normalize and scale the intensity range of an image. The 

minimum and maximum intensity values are extended to cover the full dynamic range, which enhances 

overall contrast and improves visibility of both dark and bright areas in a document. 

When combined, CLAHE and intensity stretching complement each other to achieve a more effective 

enhancement of historical documents. CLAHE addresses the local contrast variations and enhances the 
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details within small regions, while intensity stretching expands the overall intensity range, enhancing the 

global contrast of the document. 

The impact of this combined transform on historical documents is significant. It can reveal hidden or 

faint details, enhance the readability of text, and make intricate patterns and illustrations more visible. 

By improving the contrast and visibility, the combined transform facilitates various tasks such as 

document analysis, text recognition, content understanding, and preservation. 

Furthermore, this transformation can aid in the restoration and digitization of historical documents. By 

enhancing the contrast and visibility, it helps in the identification and analysis of damaged or faded 

areas, enabling experts to make informed decisions regarding conservation and repair. 

In summary, the combined transform of CLAHE and intensity stretching has a positive impact on 

historical documents by enhancing contrast, improving visibility, and easy various tasks related to 

document analysis and preservation. It enables a more detailed examination of historical artifacts and 

promotes a deeper understanding of their content and context. 
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5 Conclusion  

          In this chapter, we have provided an overview of the system and preprocessing methods based on 

the historical document used in this system using the dataset. We also talked in the first part about the 

classification of historical documents in general and in terms of chronology in particular. 
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Introduction 

       In this chapter, we present the result of the pre-treatment methods used in this system, which we 

talked about in the third chapter. 

We also show a comparison table of the techniques used with recent works. 

1 Introduction to development tools 

          1.1 Material 

                The equipment produced is personal PC: 

 Processor: Intel® Core i3-3558U @ 1.70GHz   1.70 GHz. 

 Memory (RAM): 6.00 GB. 

 System type: Windows 10 PRO ,64-bit operating system 

  

        1.2 History of Python 

 

                Python, developed by Guido van Rossum at Centrum Wiskunde & Informatica (CWI) in the 

late 1980s[60] , was designed as a successor to the ABC 

programming language, which was inspired by SETL[61] It’s 

implementation began in December 1989[62].  Van Rossum 

initially led the project alone as the chief decision-maker 

until 2018[63], when he retired from his position as Python's 

"benevolent dictator for life". Following his departure, the 

active Python core developers elected a five-member 

Steering Council to lead the project [64] [65]. 

        Python 2.0, with several new features such as cycle-detecting garbage collection, list 

comprehensions, reference counting, and Unicode support [66], was released on October 16, 2000. 

         Python 3.0, released on December 3, 2008, backported most of the significant features to Python 

2.6.x[67] and 2.7.x, including the 2to3 utility, which automates the translation of Python 2 code to 

Python 3[68]. Initially scheduled for discontinuation in 2015 but later postponed to 2020 due to 

concerns about backward compatibility issues, Python 2.7 is no longer being supported[69][70], and no 

further security patches or other improvements will be released for it[71][72]. Python 3.7 and later are 

the only versions currently supported.  

https://en.wikipedia.org/wiki/History_of_Python
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     Python 3.9.2 and 3.8.8 were expedited [73]  in 2021 as all versions of Python, including 2.7[74], had 

security vulnerabilities that could lead to remote code execution [75] and web cache poisoning [76]. 

Python 3.10.4 and 3.9.12 were also released in 2022 [77] due to numerous security vulnerabilities [78], 

as were 3.8.13 and 3.7.13[79][80][81].       

      Python 3.11 is the current stable release as of November 2022, boasting faster program execution 

and improved error reporting [82]. 

         The Python libraries most used in our approach are: 

 

            1.2.1 NumPy 

                      NumPy is a foundational package for scientific    

computing in Python. It is a versatile library that offers a 

multidimensional array data structure, along with a wide range of 

operations and functions for efficient numerical computations. With 

NumPy, you can perform various mathematical, logical, and statistical 

operations on arrays quickly and easily. 

  

                1.2.2 Tensorflow  

                               TensorFlow is an open-source library that simplifies 

numerical computation and deep learning tasks. Its graph-based 

computation, automatic differentiation, neural network building blocks, 

GPU acceleration, and deployment capabilities make it a powerful tool for 

developing and deploying machine learning models. The wide-ranging 

features and strong community support contribute to TensorFlow's 

popularity in the field of artificial intelligence and deep learning. 

 

 

             1.2.3 Matplotlib              

                    Matplotlib is a Python library used for creating 

visualizations and plots. It provides a wide range of functions and tools 

for generating various types of plots, charts, histograms, and other 

visual representations of data. 

To define and use Matplotlib in Python, you need to import the library 

and its relevant modules.  
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              1.2.4 Torch 

                    Torch, also known as PyTorch, is an open-source 

machine learning library widely used for various tasks such as deep 

learning, natural language processing, and computer vision. It provides 

a flexible and efficient framework for building and training neural 

networks. 

 

1.2 Anaconda  

          Anaconda is a popular open-source distribution of the 

Python and R programming languages, used for data science, 

machine learning, and scientific computing. It provides a 

comprehensive and user-friendly platform for managing 

software dependencies, package installation, and project 

environments, as well as integrated development 

environments (IDEs) and other tools for data analysis and visualization[83][84]. 

                                    

1.3 Jupyter  

         Jupyter is a web-based interactive computing environment that allows users to create and share 

documents containing live code, equations, visualizations, and 

narrative text. It supports a variety of programming languages, 

including Python, R, and Julia, and is widely used for data 

analysis, scientific computing, machine learning, and education 

[85]. 

         Jupyter notebooks, the primary interface of the Jupyter environment, consist of a series of cells 

that can contain code, text, equations, and multimedia elements. Users can execute code cells in real-

time and see the output immediately, allowing for rapid prototyping and experimentation [86]. 

      Jupyter was originally created as part of the IPython project in 2014, but has since become a 

standalone open-source project with a large and active community of contributors [87].Top of Form                           
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2 Results without Preprocessing  

Pre-processing methods have a significant impact on historical documents. Without applying them, we 

notice that they are not clear and not very readable, as shown in the picture.  

                          Fig14 loss accuracy without preprocessing  

3 Results with Preprocessing  

       3.1 Binarization and remove noise        

             The code combines image preprocessing steps such as binarization, noise removal, and 

deskewing of an image. 

 The transform variable defines a set of transformations using the tt.Compose function. These 

transformations include resizing the image to (224, 224) pixels, converting it to a PyTorch 

tensor, and normalizing the pixel values. 

 The deskew function takes an image path as input and performs the following steps: 

 Loads the image using OpenCV. 

 Converts the image to grayscale. 

 Binarizes the grayscale image using Otsu's thresholding. 

 Removes noise from the binary image using median blur. 

 Estimates the skew angle of the image using Hough lines detection. 

 Applies a rotation transformation to deskew the image based on the estimated 

angle. 

 Converts the rotated image back to a PIL image. 

 After defining the deskew function, the transform_3 variable is assigned a new set of 

transformations using tt.Compose. These transformations include: 

 Applying the deskew function using tt.Lambda. 
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 Resizing the image to (224, 224) pixels. 

 Applying random horizontal and vertical flips for data augmentation. 

 Applying random rotations up to 30 degrees. 

 Converting the image to a PyTorch tensor. 

 Normalizing the pixel values using mean and standard deviation values. 

 

 

 

 

 

                                                         

                                    

   

                                  Fig 15 loss Accuracy 

3.2 Deskew function (remove noise and rotate) 

               This code defines a deskew function that removes noise and rotates an image. Simplified 

explanation: 

 The transform variable defines a set of transformations using the tt.Compose function. These 

transformations include resizing the image to (224, 224) pixels, converting it to a PyTorch 

tensor, and normalizing the pixel values. 

 The deskew function takes an image path as input and performs the following steps: 

 Loads the image using OpenCV. 

 Removes noise from the image using median blur. 

 Calculates the image's dimensions and center point. 

 Generates a rotation matrix using cv2.getRotationMatrix2D. 

 Applies the rotation to the image using cv2.warpAffine. 

 Converts the rotated image back to a PIL image. 

 After defining the deskew function, the transform_3 variable is assigned a new set of 

transformations using tt.Compose. These transformations include: 

 Applying the deskew function using tt.Lambda. 
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 Resizing the image to (224, 224) pixels. 

 Applying random horizontal and vertical flips for data augmentation. 

 Applying random rotations up to 30 degrees. 

 Converting the image to a PyTorch tensor. 

 Normalizing the pixel values using mean and standard deviation values. 

 

 

 

 

 

 

 

                                                               

                                   Fig 16 loss Accuracy 

 3.3 Each image in the dataset and perform the intensity stretching 

               This code performs intensity stretching on each image in the dataset.  Brief explanation: 

 The deskew function takes an image path as input and performs the following steps: 

 Loads the image using OpenCV. 

 Removes noise from the image using median blur. 

 Rotates the image to deskew it. 

 Converts the rotated image to grayscale. 

 Calculates the minimum and maximum intensity values of the grayscale image. 

 Stretches the intensity values of the image to cover the full range. 

 Converts the stretched image back to a PIL image. 

 The transform variable defines a set of transformations using the tt.Compose function. These 

transformations include resizing the image to (224, 224) pixels, converting it to a PyTorch 

tensor, and normalizing the pixel values. 

 The transform_3 variable is assigned a new set of transformations using tt.Compose. These 

transformations include: 

 Applying the deskew function using tt.Lambda. 
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 Resizing the image to (224, 224) pixels. 

 Applying random horizontal and vertical flips for data augmentation. 

 Applying random rotations up to 30 degrees. 

 Converting the image to a PyTorch tensor. 

  Normalizing the pixel values using mean and standard deviation values. 

                                                                 

 
  

                                                                           Fig 17 loss Accuracy 

   3.4 Method top-hat transform  

              This method is used to enhance the contrast of text and other dark regions in an image 

 The deskew function takes an image path as input and performs the following steps: 

 Loads the image using OpenCV. 

 Converts the image to grayscale. 

 Defines a structuring element for the morphological operation using  cv2.getStructuringElement . 

 Applies the top-hat transform using cv2.morphologyEx with the cv2.MORPH_TOPHAT 

operation. 

 Normalizes the output image using cv2.normalize. 

 Stretches the intensity values of the image to cover the full range using cv2.normalize. 

 Converts the resulting image back to a PIL image. 

 The transform variable defines a set of transformations using the tt.Compose function. These 

transformations include resizing the image to (224, 224) pixels, converting it to a PyTorch tensor, 

and normalizing the pixel values. 

 The transform_3 variable is assigned a new set of transformations using tt.Compose. These 

transformations include: 
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 Applying the deskew function using tt.Lambda. 

 Resizing the image to (224, 224) pixels.  

 Applying random horizontal and vertical flips for data augmentation. 

 Applying random rotations up to 30 degrees. 

 Converting the image to a PyTorch tensor. 

 Normalizing the pixel values using mean and standard deviation values. 

 

                                             

                                   

 

 

 

 

                                      Fig 18 loss Accuracy 

  3.5 Histogram equalization to enhance the contrast of the image  

       This code uses histogram equalization to enhance the contrast of the image: 

In this code, we use the cv2.equalizeHist function to perform histogram equalization on the grayscale 

image. This method is another common technique used to enhance the contrast of an image. 

 

 

 

                                                              

 

 

 

 

                                            Fig 19 loss Accuracy 
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3.6 Using the Canny edge detection method 

The Canny edge detection method: 

 The Canny edge detection method to the input image, which is a technique for detecting edges in 

an image by applying a series of mathematical operations to it. The resulting image highlights 

the edges in white and the rest of the image in black. The output image is then resized to 

224x224 and converted to a PyTorch tensor with normalization applied, so it can be used as 

input to a neural network. 

 The canny_edge_detection function takes an image path as input and applies the Canny edge 

detection method to detect the edges in the image. The resulting edges are then converted back to 

a PIL image. 

 The transform canny uses the canny_edge_detection function in the tt.Lambda transform to 

apply the Canny edge detection to each image in the dataset. It also includes additional 

transformations such as resizing, random horizontal and vertical flips, random rotation, and 

normalization to prepare the images for further processing or model training. 

               

 

 

 

 

          

 

 

                                      Fig 20 loss Accuracy 
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3.7 Combined transform [CLAHE (Contrast Limited Adaptive Histogram Equalization) and perform 

the intensity stretching] 

      ‘deskew_and_stretch’: function combined the deskew function and the intensity stretching code to 

perform both operations on the image. The combined transform uses this deskew_and_stretch function 

in the tt.Lambda transform to apply the combined operation to each image in the dataset. 

 

 

 

                                   

 

 

 

                                     

                                                            Fig 21 loss Accuracy 
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      4 Table of the results 

                     Table 4 presents a summary of preprocessing techniques on historical documents. This can 

be seen the different in the effect of the results on them in general through the table shown below. 

                                                  Table 4   table of the results 

 

 

 

 

 

 

Preprocessing  methods  used  Model  Dataset Accuracy  % 

1 binarization and remove noise 

CNN MPS 

Train 72.66% 

Valid 71.66% 

     2 deskew function (remove noise and rotate) Train 93.64% 

Valid 86.59% 

    3  deskew function to each image in the dataset and 

perform the intensity stretching(this method after patch) 

Train 94.72% 

Valid 83.67% 

   4  method top-hat transform  This method is used to 

enhance the contrast of text and other dark regions in an 

image   

Train 95.05% 

Valid 72.54% 

    5 histogram equalization to enhance the contrast of the 

image (after patches) 

Train 95.05% 

Valid 72.54% 

    6  the Canny edge detection method (after patches) Train 94.72% 

Valid 83.67% 

    7 combined transform[ CLAHE (Contrast Limited 

Adaptive Histogram Equalization)and perform the intensity 

stretching] 

Train 94.72% 

Valid 83.67% 
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5 Comparison with the recent work in the same Dataset  

           Table 5 provides a summary of the comparison of recent work with the used preprocessing 

methods. This is done with the use of the same data set, as can be seen in the table shown below. 

                                                     

                       Table 5 Comparison with recent work in same dataset 

 

 

 

Preprocessing  methods  used  Model  Dataset Accuracy  % 

1 Methodology to automatically date the historical 

manuscripts. 
ConvNet MPS 91.71% 

2 binarization and remove noise 

CNN MPS 

Train 72.66% 

Valid 71.66% 

     3 deskew function (remove noise and rotate) Train 93.64% 

Valid 86.59% 

    4  deskew function to each image in the dataset and 

perform the intensity stretching(this method after patch) 

Train 94.72% 

Valid 83.67% 

   5  method top-hat transform  This method is used to 

enhance the contrast of text and other dark regions in an 

image   

Train 95.05% 

Valid 72.54% 

    6 histogram equalization to enhance the contrast of the 

image (after patches) 

Train 95.05% 

Valid 72.54% 

    7  the Canny edge detection method (after patches) Train 94.72% 

Valid 83.67% 

    8 combined transform[ CLAHE (Contrast Limited 

Adaptive Histogram Equalization)and perform the intensity 

stretching] 

Train 94.72% 

Valid 83.67% 
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 6 Comparison with recent works 

                     Table 6 provides a summary of the comparison of recent work with the preprocessing 

methods used in this system. This can be seen in the table shown below. 

 

                                    Table 6   Comparison with recent works    

 

 

Preprocessing  methods  used  Article Accuracy  % 

      1.  CNNs, have been applied for feature 

extraction and classification of medieval 

manuscripts. 

 

[47] 83.8% 

2. convolutional neural network (CNN) to 

predict the regions of interest in the 

document image, such as text regions, 

image regions, and background regions 

[48] 89% with  (G.Washington dataset), 

64% with ( Parzival dataset) 

89% with ( St. Gall dataset) 

 

3.  method siamese network architecture, 

which is a type of neural network   

Designed for learning similarity or 

dissimilarity between input pairs 

[52] 93% 

4. binarization and remove noise 71.66% 

 

     5.deskew function (remove noise and rotate) 86.59% 

 

    6.methode deskew function to each image in the 

dataset and perform the intensity stretching(this 

method after patch) 

83.67% 

 

   7  method top-hat transform  This method is used 

to enhance the contrast of text and other dark 

regions in an image   

81.40% 

    8 histogram equalization to enhance the contrast 

of the image (after patches) 

72.54% 

    9  the Canny edge detection method (after 

patches) 

83.67% 

    10 combined transform[ CLAHE (Contrast 

Limited Adaptive Histogram Equalization)and 

perform the intensity stretching] 

83.67% 
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        We note the difference in the results of the techniques used in this system with the recent works, as 

we find there are differences in different proportions shown in the above table in the impact of these 

technologies on the system used. Where we also noticed that when applying preprocessing methods, the 

result is better, unlike not using them, which we talked about earlier. 

 

7 Conclusion 

            In this part, we presented the results of the preprocessing methods used, and we have also 

compared the results with the recent work in the table. 
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General Conclusion  

   

         The field of pre-processing methods on historical documents is an area of research that has been 

explored for several decades and is considered a work of art. There is an improvement in the results, but 

so far there is no perfect solution in its processing methods which achieve 100% recognition rate than a 

generic processor. Therefore, research into it remains open. The aim of this work is to achieve a system 

that works on pre-treatment methods on historical documents. 

       During this research, we went through some of its stages, including the extraction of features, such 

as the history of writing. In order to validate our system, a pilot study using the MPS database is 

performed, this study aimed at the problem of complete clarity of historical documents. It examined the 

effectiveness and features of the image by using pre-processing methods on historical documents. 

      The obtained results are encouraging and validate the effectiveness of pre-treatment methods in the 

characterization of historical documents. It is also possible to improve in these methods by the type of 

image or the combination of some pre-processing methods that provide good results. 
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