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Abstract: 

There are numerous clusters of historical and ancient documents in archives that are 

invaluable, as they are the most common way to share information. However, searching for 

this information is time-consuming due to its deteriorated condition and may be unusable. 

That is why, in recent years, digitization of these documents has become very popular, but 

numbering alone is not sufficient to make information accessible, particularly in historical 

manuscripts. Transcribing these documents is quite difficult due to poor preservation, 

different writing styles, etc. 

An information retrieval technique called "keyword spotting" in document images has 

continued to get researchers' interest, which identifies word occurrences in document 

images. It represents an attractive alternative to transcription, which can be challenging, 

especially in the case of historical documents. 

In this thesis, we study keyword spotting in handwritten historical documents using a 

Query-by-Example (QbE) approach type and a segmentation-based technique. The word 

images in the document are extracted and represented by a collection of textural features. 

These features are then used to match the image of the query word to the images in the 

reference base and then retrieve the relevant documents. Sundry textural metrics are used 

to capture the word shape, including oriented Basic Image Features (oBIFs) and its column 

scheme at different scales, Local Phase Quantization (LPQ), Local Binary Patterns (LBP), 

Local Directional Number Pattern (LDNP), Complete Local Binary Patterns (CLBP) and 

Completed Robust Local Binary Pattern (CRLBP). Likewise, multiple distance 

measurements are inspected for the matching phase. For the experiments, we used the 

ICFHR-2014 Word Spotting Competition database. The proposed technology evaluated in 

the database has yielded profitable results comparable to state-of-the-art technology.  

Keywords: Keyword Spotting, Handwritten historical documents, Document images, 

Textural features, Segmentation-Based technique, Query-by-Example (QbE). 

 

 

 



 

 

Résumé: 

Il existe de nombreux groupes de documents historiques et anciens dans les archives qui 

sont inestimables, car ils constituent le moyen le plus courant de partager des informations. 

Cependant, la recherche de ces informations prend du temps en raison de leur état dégradé 

et peut s'avérer inutilisable. C’est pourquoi, ces dernières années, la numérisation de ces 

documents est devenue très populaire, mais la numérotation seule ne suffit pas à rendre 

l’information accessible, notamment dans les manuscrits historiques. La transcription de 

ces documents est assez difficile en raison d'une mauvaise conservation, de styles d'écriture 

différents, etc. 

Une technique de recherche d'informations appelée « repérage de mots-clés » dans les 

images de documents a continué de susciter l'intérêt des chercheurs, qui identifie les 

occurrences de mots dans les images de documents. Elle représente une alternative 

intéressante à la transcription, qui peut s’avérer complexe, notamment dans le cas de 

documents historiques. 

Dans cette thèse, nous étudions le repérage de mots-clés dans des documents historiques 

manuscrits en utilisant une approche de type Query-by-Example (QbE) et une technique 

basée sur la segmentation. Les images de mots dans le document sont extraites et 

représentées par une collection de caractéristiques texturales. Ces fonctionnalités sont 

ensuite utilisées pour faire correspondre l'image du mot requête aux images de la base de 

référence puis récupérer les documents pertinents. Diverses métriques texturales sont 

utilisées pour capturer la forme du mot, y compris les caractéristiques d'image de base 

orientées (oBIFs) et son schéma de colonnes à différentes échelles, la quantification de 

phase locale (LPQ), les modèles binaires locaux (LBP), les modèles de nombres 

directionnels locaux (LDNP), complets. Modèles binaires locaux (CLBP) et modèle binaire 

local robuste complété (CRLBP). De même, plusieurs mesures de distance sont inspectées 

pour la phase d'appariement. Pour les expériences, nous avons utilisé la base de données 

ICFHR-2014 Word Spotting Competition. La technologie proposée évaluée sur l'ensemble 

de données a donné des résultats rentables comparables à l’état de l'art.  

Mots-clés: Repérage de mots clés, Documents historiques manuscrits, Images de 

documents, Caractéristiques texturales, Technique basé sur la segmentation, Requête par 

exemple (QbE). 

 

 



 

 

 :الملخص

واٌمذٌّح فً الأسشٍفاخ اٌرً لا ذمذس تصّٓ، لأٔها اٌطشٌمح الأوصش شٍىػا هٕان ِعّىػاخ ػذٌذج ِٓ اٌىشائك اٌراسٌخٍح 

وِغ رٌه، فإْ اٌثحس ػٓ هزٖ اٌّؼٍىِاخ ٌسرغشق ولراً طىٌلاً ٔظشًا ٌرذهىس حاٌرها ولذ ذىىْ غٍش  .ٌرثادي اٌّؼٍىِاخ

ئؼح ظذاً، ٌىٓ اٌرشلٍُ وحذٖ وٌهزا اٌسثة، أطثحد ػٍٍّح سلّٕح هزٖ اٌىشائك فً اٌسٕىاخ الأخٍشج شا .طاٌحح ٌلاسرؼّاي

لا ٌىفً ٌرسهًٍ اٌىطىي إٌى اٌّؼٍىِاخ، خاطح فً اٌّخطىطاخ اٌراسٌخٍح، فٕسخ هزٖ اٌىشائك طؼة ٌٍغاٌح تسثة: 

 .اٌخ ،الأّٔاط سىء اٌحفظ، واخرلاف اٌىراتح

ذمٍٕح اسرشظاع اٌّؼٍىِاخ اٌرً ذسّى "اورشاف اٌىٍّاخ اٌشئٍسٍح" فً طىس اٌّسرٕذاخ فً ظزب اهرّاَ  اسرّشخ 

فهى ٌّصً تذٌلاً ظزاتًا ٌٍٕسخ اٌزي لذ ٌّصً ذحذًٌا، خاطح   .اٌثاحصٍٓ، واٌرً ذحذد ذىشاساخ اٌىٍّاخ ِٓ طىس اٌّسرٕذاخ

 .فٍّا ٌرؼٍك تاٌىشائك اٌراسٌخٍح

هزٖ الأطشوحح، لّٕا تذساسح اورشاف اٌىٍّاخ اٌشئٍسٍح فً اٌّسرٕذاخ اٌراسٌخٍح اٌّىرىتح تخط اٌٍذ تاسرخذاَ ِٕهط  فً 

اٌّىظىدج فً اٌّسرٕذ وذّصٍٍها ِٓ اٌىٍّاخ ٌرُ اسرخشاض اٌظىس  .واٌرمٍٕح اٌمائّح ػٍى اٌرعزئح (QbE) الاسرؼلاَ تاٌّصاي

تؼذ رٌه اسرخذاَ هزٖ اٌٍّزاخ ٌّطاتمح طىسج وٍّح الاسرؼلاَ ِغ اٌظىس ٌرُ  .خلاي ِعّىػح ِٓ اٌٍّزاخ اٌرشوٍثٍح

ٌرُ اسرخذاَ ِماٌٍس ذشوٍثٍح ِرٕىػح لاٌرماط شىً  .اٌّىظىدج فً اٌماػذج اٌّشظؼٍح شُ اسرشداد اٌّسرٕذاخ راخ اٌظٍح

اٌٍس ِخرٍفح، وذىٍُّ ؤظاَ الأػّذج اٌخاص تها تّم (oBIFs) اٌىٍّح، تّا فً رٌه ٍِزاخ اٌظىسج الأساسٍح اٌّىظهح

، والأّٔاط اٌصٕائٍح (LDNP)  ، ؤّط أسلاَ الاذعاٖ اٌّحًٍ(LBP)  ، والأّٔاط اٌصٕائٍح اٌّحٍٍح(LPQ)  اٌطىس اٌّحًٍ

وتاٌّصً، ٌرُ فحض لٍاساخ اٌّسافح .  (CRLBP)وإٌّىرض اٌصٕائً اٌّحًٍ اٌمىي اٌّىرًّ (CLBP) اٌّىرًّ اٌّحٍٍح

ٌمذ  ICFHR-2014 . تإٌسثح ٌٍرعاسب، اسرخذِٕا ِعّىػح تٍأاخ ِساتمح اورشاف اٌىٍّاخ .اٌّرؼذدج ٌّشحٍح اٌّطاتمح

  .حممد اٌرىٕىٌىظٍا اٌّمرشحح اٌرً ذُ ذمٍٍّها فً ِعّىػح اٌثٍأاخ ٔرائط ِشتحح ٌّىٓ ِماسٔرها تأحذز اٌرمٍٕاخ

خط اٌٍذ، طىس اٌّسرٕذاخ، اٌٍّزاخ اورشاف اٌىٍّاخ اٌشئٍسٍح، اٌّسرٕذاخ اٌراسٌخٍح اٌّىرىتح ت الكلمات الرئيسية:

  (QbE). ، الاسرؼلاَ حسة اٌّصايٍى اٌرعزئحػذمٍٕح ذؼرّذ إٌظٍح، 
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General Introduction 

Handwritten documents are widely used in educational institutes, administrative offices, 

police stations, and courts because handwriting is the first method to document 

information. Therefore, these documents are kept and used at another time, resulting in the 

quality of these documents deteriorating over time. 

Historical documents like old books and newspapers remain a necessary scientific and 

cultural reference for information retrieval. But when the collections of old documents are 

not transcribed into a digital format and due to the degradations that they present, the time 

of exploitation and the search for information in these documents is large, and they thus 

risk being unusable. For this and to maintain the heritage and make easy access to its 

collections, the archive services have been working in recent years to digitize the 

collections of its documents. Nevertheless, the presentation of the document in the form of 

a digital image remains insufficient to make the information accessible. As a result, several 

works have been done on digitization and information retrieval in the images of old 

documents, the main purpose of which is to develop techniques for handwriting 

recognition in image documents. 

The first work is on traditional methods of text searching, which require effective Optical 

Character Recognition techniques (OCR). This technology converts handwritten document 

body text into machine-encoded form, enabling it to recognize words in images of printed 

documents. Currently, numerous OCR systems can work on high-quality printed and 

scanned documents. However, it is not the appropriate option for handwritten documents 

because it often has a variety of challenges, like the variability of the handwriting style, the 

overlap of letters, the poor-quality documents, the presence of noise, and image deformity.  

As an OCR replacement resolution, a keyword spotting (KWS) system has been proposed, 

which is much quicker and more practical than an OCR solution and has obtained great 

attention as a technology for document image recovery from researchers. The objective of 

KWS is the determination and retrieval of all parts of document images in a database that 
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contains an instance of a query word. More precisely, it matches the query word with the 

words found in document images and then classifies the target words according to how 

similar they are to the query word. 

Techniques for keyword spotting have been used in different scripts, such as Arabic, Latin, 

Greek, etc. These handwritings vary in the direction of writing, the font, and the similarity 

between the characters. It can be either typed or handwritten. 

In the literature, techniques for keyword spotting are classified according to three distinct 

aspects. First, depending on the type of query input, KWS approaches are organized into 

Query-by-Example (QbE) and Query-by-String (QbS). If the user enters the query term as 

an image, the approach is QbE. Conversely, if a query word is supplied as a string, the QbS 

approach is used. Secondly, one also classifies the KWS system as segmentation-free and 

segmentation-based techniques. Segmentation-free techniques pursue locating query 

instances across the whole document, while segmentation-based techniques depend on 

segmenting words from images and matching those with the input query, either through the 

use of word segmentation techniques or available ground truth. The segmentation-based 

technique is more effective than the segmentation-free technique because it focuses on 

particular sections of the document rather than the full document. But if the document is 

very noisy or very complex to apply the segmentation-based technique, then the 

segmentation-free methodology is the most appropriate technique. Third, the keyword 

spotting technique can also be categorized as learning-free [1], [2], [3], and learning-based 

[4], [5]. As the name indicates, the learning-based method trains the model on a large 

image database before searching for a specific set. In the learning-free methods, the 

similarity between the images of the database and the query word is calculated after the 

extraction features. Learning-based methods perform well when trained and tested on the 

same database, but learning-free methods are more practical and faster compared to 

learning-based methodologies. 
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Objectives of the research 

The problem of keyword spotting in document images is widespread, but the results 

obtained are inadequate. As a result, we have chosen to focus on the problem of keyword 

spotting in handwritten documents using a segmentation-based and QbE framework. 

Keyword spotting systems involve several steps, including pre-processing, feature 

extraction, and matching. Our specific focus in this work is on the feature extraction step, 

as it is the most crucial aspect of our system. Our objective is to suggest a novel feature 

extraction method that is tailored to the challenges presented by handwritten documents. 

We aim to investigate the significance of textual features, such as oBIFs, oBIFs column 

histogram, LBP, LPQ, LDNP, CLBP, and CRLBP descriptors, in this problem. We will 

match the extracted features using simple matching methods, such as City-block distance, 

Correlation distance, Euclidean distance, and Cosine distance. 

Outline of the thesis  

This thesis is structured into two parts. The first part, containing Chapters 01 and 02, is 

dedicated to presenting the main concepts and work relating to the study. In the second part 

of the dissertation, represented by Chapter 03 and 04, we address in detail our conceptual 

choices, the implementation as well and the results obtained by the systems proposed for 

the keyword spotting system. 

 Part I. Fundamental Concepts and State-of-the-Art 

- Chapter 01: This chapter is devoted to the presentation of the generality of 

keyword spotting as well as how this system works, and we'll explain each of its 

steps.  

- Chapter 02: This second chapter is committed to the state-of-the-art in the field of 

keyword spotting. In its first part, we concentrate on the presentation of the main 

research works in this field. Then, we compare the different works in the field, and 

finally, we end the chapter with an examination of the various competitions in the 

field of keyword spotting. 
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 Part II. Contribution and Validation 

- Chapter 03: This chapter is dedicated to explaining the most important details of 

our contribution to the field of keyword spotting, especially the features used. 

- Chapter 04: This chapter will be dedicated to the experimentation and analysis of 

the results obtained, followed by a comparative study of the proposed technique 

with state-of-the-art methods evaluated on the ICFHR 2014 Competition on 

Handwritten Keyword Spotting (H-KWS 2014) database. 

 

 

 General Conclusion and Research Perspective: 

At the end of this thesis, a general conclusion will be drawn about the research we have 

undertaken in the field of keyword spotting, as well as the perspectives and future 

prospects in this subject. 
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1.1 Introduction 

In this chapter, we introduce the keyword spotting (KWS) system's basic idea. 

Preprocessing of images, segmenting images into smaller entities (lines and words), feature 

extraction, and matching are the steps that make up a KWS system. We will review some 

fundamental concepts and definitions related to keyword spotting, we also present the 

different methods of feature extraction and matching in the literature. 

1.2 Keyword spotting 

Spotting is the assignment of locating a particular query without recognizing the content. 

So, keyword spotting (KWS) is the assignment of recovering all occurrences of a specific 

query word in a handwritten or printed document image without needing a traditional OCR 

step. Keyword spotting facilitates the retrieval and indexing of information presented as a 

query in historical or modern documents when they are complex and degraded. 

The term keyword spotting was initially the domain of audio processing, where it was 

employed to detect certain keywords in an audio stream. It was also proposed in speech 

recognition [6]. This task was applied later in different applications, such as querying 

textually handwritten [7] and printed [8], [9] documents, as well as information retrieval 

and indexation in handwritten document databases. Keyword Spotting systems have been 

developed for various scripts like Latin, Greek, Arabic scripts, etc. These scripts vary from 

each other in things like the alphabet, the number of characters, the direction of writing, the 

shape, and the cursiveness. They can be either handwritten or printed. 

Keyword spotting has garnered a significant amount of attention from the community these 

past years. Especially in the fields of analysis of handwritten documents [11] and indexing 

historical documents [10]. 

The two important components can often be identified for the keyword spotting systems 

proposed: the first component is an assemblage of documents or databases, and the second 

component is an input element indicated as a query (see Figure 1.1). The result of a 

keyword spotting system should be localization in the collection of documents that are 
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similar to the query. 

 

 

Figure 1.1 The components of keyword spotting system 
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1.3 Challenges in document image keyword spotting 

Keyword spotting in document images raises numerous challenges connected to the quality 

of the original documents. First, severe degradation involved in historical documents, such 

as ink bleeds, slows the overall performance of a keyword spotting system. Second, 

handwritten documents exhibit large differences in style when written, which means the 

exact query word can be very different from its examples, which greatly increases the 

problem of the task.  

1.4 Applications of keyword spotting 

Keyword spotting has numerous practical applications, including indexing and retrieving 

documents. For example:  

 It can be used to locate scenes or specific objects within graphical documents such 

as maps [12], and it can be useful in other fields such as surveillance, where 

identifying specific people or vehicles within a large collection of images is 

important. 

 In historical document analysis, keyword spotting can help researchers identify and 

transcribe handwritten documents from different periods. It also helps transcribers 

recognize words in degraded documents, particularly those that appear for the first 

time. 

 In the retrieval of documents with a given set of important keywords or phrases 

within a large oeuvre of documents in enterprise files. 

 In performing an internet search within cultural heritage collections housed in 

libraries worldwide. 

 In the medical domain, it can be used for retrieving keywords from reports on pre-

hospital treatment (PCR forms) [13] and the analysis of medical records. 

 In the automatic classification of handwritten mail correspondence with important 

words (like revocation, complaint, and urgent) [14]. 

 In the legal field, keyword spotting can be utilized to identify relevant documents 

and evidence during a case. 
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 Recognizing the figures and captions that correspond with them [15]. 

 In retrieving cuneiform structures constellations from the collections of digitized 

cuneiform tablets [16]. 

1.5 Different aspects of keyword spotting  

In the literature, Keyword spotting methods are classified according to distinct aspects. 

1.5.1 On-line and off-line modes 

Handwritten documents can be broadly categorized into two types depending on the 

method of data collection used: Off-line and On-line handwritings. On-line handwriting is 

when data is obtained while writing, while Off-line handwriting is data acquisition using a 

scanner. 

It is generally agreed that off-line mode is more intricate than on-line mode for several 

causes. 

1.5.1.1 On-line mode 

In the instance of on-line handwriting, the system receives data entry images in real-time 

(while writing), and symbols are recognized as they are entered manually. It is generally 

devoted to handwriting. The acquisition of writing requires using equipment such as a 

graphics tablet or smartphone equipped with an electronic pen. 

Online mode has a significant advantage: the possibility of correcting and modifying 

writing interactively, given the continuous response of the system [17]. 

1.5.1.2 Off-line mode 

Off-line handwriting refers to the process of inputting pre-existing text that has been 

obtained through a scanner or camera. This results in a grayscale or binary image. It is 

important to note that this method is similar to the traditional reading task performed by 
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humans [18]. However, it is worth considering that in the off-line case, all temporal 

information regarding the sequence of plot points is lost. Additionally, the issue of 

variability in the thickness and form of cursive writing [17] must also be taken into 

account. 

A brief comparison of the two approaches is provided in the table below: 

Comparison measure Off-line On-line 

Acquisition Tools Scanner or Camera Graphics tablet or 

Smartphone 

The noise of the image The existence of big noise Feeble or none 

 

Available information 

 

There is no information 

available 

The direction of movement, 

Position, Start points 

Stop points 

Table 1.1 Comparison between types of mode 

1.5.2 Keyword spotting techniques 

Based on the type of target being searched, the KWS technique can be classified as either 

segmentation-free or segmentation-based. 

1.5.2.1 Segmentation-based keyword spotting 

The segmentation-based technique is predicated on the segmentation of a document image 

into smaller units such as words, or lines. Segmentation-based systems are less practical 

considering that the problem of segmentation is as challenging. In a keyword spotting 

system that is highly dependent on the segmentation step and regardless of segmentation 

faults, many researchers do not implement a segmentation method but use databases where 

the segments are given. 
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1.5.2.2 Segmentation-free keyword spotting 

The segmentation-free technique can be applied directly to full document images; it takes a 

general view of the word. In the keyword spotting system, without segmenting the image 

in any way, the complete image is checked for similarities between the document image 

and the query image patches. Methods of this technique, on the one hand, skip the 

segmentation step, but on the other hand, they cannot avoid searching for words in parts of 

the image that may not include a query. Therefore, methods without segmentation avoid 

failures due to bad segmentation, but the execution time increases considerably, so 

segmentation-free systems are usually slow. 

1.5.3 Keyword spotting approaches 

Two principal approaches to keyword spotting depend on the query's representation. They 

can be based on Query-by-Example (QbE) or on Query-by-String (QbS) (see Figure 1.2). 

1.5.3.1 Approach based on Query-by-Example (QbE)  

In the QbE approach, the input is an image of the word to search, and the output is a set of 

the most representative images in the database, including a similar query [7], [2], [19]. 

Word spotting in this approach does not require prior knowledge of documents and does 

not require learning. In these approaches, features are extracted from database images and 

query images. The distances between the images in the database and the image of the query 

are calculated based on these features. The response to this query is a collection of word 

images in the document that are most similar to the image of the query. 

1.5.3.2 Approach based on Query-by-String (QbS)  

The QbS approach [20], [18], [21] enables the user to supply his query in the form of text 

to search the documents for the corresponding images of words. The user can type on the 

keyboard the keyword he wants to look for or choose from a list of predefined words. 
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The QbS has the flexibility to look for any keyword. However, it requires a substantial 

number of training data sets because the characters are pre-learned. 

 

Figure 1.2 The keyword spotting approaches 

1.6 General framework for keyword spotting in handwritten documents 

The keyword spotting principle allows you to look for a word in a database by finding the 

best match between the features of the images and the features of the query in the database. 

It requires several preparation steps (see Figure 1.3), which can be summarized in four 

phases. The first phase is pre-processing the images. After the document images are pre-

processed, the page images are segmented into lines or words, depending on the algorithm 

used. The images of the segmented pages and the request used are represented by digital 

vectors, which represent the features of these images. Finally, a distance is applied to 

locate the query in the document's images using their features. 

In the sections that follow, we provide a study of the literature for each of the steps of a 

keyword spotting system. 
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Figure 1.3 Principle of a keyword spotting system 
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1.6.1 Pre-processing 

The pre-processing step is necessary in any keyword spotting system. So, it is the 

technique applied to format images to improve their quality or reduce the amount of 

information to process to keep only the most significant information. This step depends on 

the initial state in which the document is found, as well as on what treatment we wish to 

apply to it.  

Generally, the preprocessing phase includes the following tasks: noise reduction, 

binarization, and size normalization. 

1.6.1.1 Noise reduction 

The noise is a deterioration in the image signal due to external sources, especially historical 

images. The input quality of handwritten documents affects keyword spotting performance 

due to image noise such as document age, low-quality scanning machines, or archiving 

efforts, which causes the match rate to drop. In general, improving the image by 

denouncing the input image or document will always be an advantage of the matching 

system, whether the input image or document is of poor quality or not. 

Numerous techniques for filtering have been presented [22]. The filter is chosen based on 

how significant the noise is. We find, for example, the Gaussian filter, which is utilized to 

completely remove low noise by low-pass filtering. 

1.6.1.2 Binarization 

In the preprocessing step, it is often essential to perform binarization in document analysis 

and keyword spotting, which converts a raw image into a grayscale image. Binarization 

aims to sharpen the object's foreground against its background. For the handwriting 

images, it converts a gray image coded on 256 values to a white binary image (1 or 0) and 

black (0 or 1) for the background and the handwritten text by a threshold. Although it 

significantly reduces the amount of data to be processed, significant information loss will 

occur.  
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In recent years, several binarization methods have been proposed. These methods can be 

categorized into two categories: global methods, which use a single threshold for the entire 

image, and local methods, which consider a different threshold for each pixel of the image. 

 The Niblack method [23] involves moving a rectangle window across the whole 

image to calculate a local threshold at each pixel. The mean (m) and standard 

deviation (σ) of every pixel in the window (the pixel's immediate neighborhood) 

are used to determine the threshold. However, if the threshold is set too low, this 

approach may treat certain pixels as foreground, which could restrict its 

applicability. 

 The Sauvola method [24] is a modification of the Niblack method to give more 

performance in documents with a background containing a light texture or too 

much variation and uneven illumination. Sauvola's method is more effective than 

Niblack's method in the case where the gray level of the text is close to 0 and that 

of the background is close to 255. 

 There is a global Otsu method [25]. This approach presumes that a document image 

contains two distributions: one for the background and one for the foreground. To 

reduce the intra-class variation between these two distributions, the overall 

threshold is calculated. This approach is less effective for degraded images where 

there is a significant variation in foreground pixels, but it performs well in brighter 

images. 

1.6.1.3 Size normalization 

Size normalization is utilized to correct the dimension and position of the handwritten 

image. This step is applied to the images to reduce all types of variations and to obtain 

normalized data to facilitate feature extraction and improve their matching. 

Many experimental studies have revealed that dealing with images of identical size can 

produce more homogeneous features and speed up document processing [26]. However, it 

can cause deformation or remove some useful information. 
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1.6.2 Segmentation 

Segmentation-based keyword spotting methods include a segmentation preprocessing step 

to segment the document images to the line or word. This is an important step because it 

extracts the significant regions for the feature extraction, and thus we can extract the 

characteristics to be able to compare them with those of the query image. 

Although segmentation can be deemed a simple task for modern documents, the 

segmentation of handwritten or historical documents is still a problem because of the 

significant challenges involved. These include strong proximity or big fragmentation 

because the problem will be to select the distances between lines or words. A document 

with different writing angles will significantly impact the difficulty of determining the 

appropriate angle to perform the segmentation. We also find punctuation marks, decorative 

letters, touching text parts, and overlapping. 

1.6.2.1 Line segmentation 

Line segmentation is the method in which from the image, we extract just lines. Horizontal 

projection is the method most employed to extract the lines from the document images. It 

will have separated valleys and peaks for the lines that are separated, which perform as the 

dividers of the text lines. These valleys are easily noticed and used to select the place of 

borders between the lines. 

1.6.2.2 Word segmentation 

Word segmentation is the method in which from the line segmentation, we extract solely 

words. As we know, there is a space between words, so the perpendicular projection helps 

separate the words by looking at minima in the perpendicular projection profile of a single 

line. 
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Figure 1.4 The different types of segmentation: (1) lines segmentation, (2) words 

segmentation 
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1.6.3 Feature Extraction 

Feature extraction is a crucial step in keyword spotting systems because it reduces the 

dimensions of the authentic images while avoiding the risk of losing significant 

information, and therefore the system becomes more rapid and effective. Through the 

feature extraction step, a collection of determining features is extracted for each word 

image and then used to match results in the subsequent matching process.  

There are many methods for feature extraction, and in this thesis, we will explain some of 

them. 

1.6.3.1 Histograms of Oriented Gradients (HOG) 

The HOG was first suggested by Dalal and Triggs [27] for human body detection, but now 

it is one of the considerable effectively used descriptors in keyword spotting, image 

processing, computer vision, and pattern recognition. The basic idea of this feature 

descriptor is to describe the local properties of the forms of objects, which are captured by 

the distribution of edge directions or intensity gradients. It is better than any descriptor for 

edge as it utilizes the angle of the gradient to calculate the features. It creates histograms 

for the regions of the image based on the gradient's size and orientation.  

The HOG execution is comprised of a series of tasks. In the beginning, the image is 

separated into smallish “cells”, then for each pixel in the cells, edge orientation and a 

histogram of gradient directions are calculated and combined these histograms. Finally, 

blocks are formed by regrouping the cells and normalizing them to make the HOG values 

invariant to shadows and lighting. 

1.6.3.2 Bag of Visual Words (BoVW) 

The BoVW [28] is an extension of the Bag of Words [29] approach for digitized document 

images. This method is also referred to as a histogram of visible words.  

The BoVW working method consists of three steps: the initial phase is to extract a specific 
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numeral of image local interest points, and these key points are important image points. In 

the following step, these key points are employed to extract feature descriptions and 

combine these feature descriptors. Finally, each word image is represented by a vector that 

includes the occurrences of every visible word that appears in the image. A similarity 

measure is utilized to match the given image of the query and the collection of images in 

the database based on these feature vectors. 

1.6.3.3 Scale Invariant Feature Transform (SIFT) 

David Lowe developed the SIFT descriptor in 1999 [30]. It is a local, gradient-based image 

descriptor employed to extract information from an image area around a point. The SIFT 

descriptor is an extremely strong and robust local feature descriptor for many tasks in 

computer vision, such as video tracking, object recognition, and document image analysis. 

In the field of keyword spotting [21], [31], its use has led to good results. 

The operation of a SIFT descriptor can be split into the following steps: The first phase is 

extracting interest points (key points) from labeled gray-level images by a Gaussian 

window, indicated by the overlaid circle (see Figure 1.5). In the second step and a unique 

aspect of SIFT, the feature vector is calculated by finding histograms of gradient directions 

in a local neighborhood about each key point. Next, lousy interest points such as borders 

and areas of low contrast are discarded, and orientation histograms and gradient modulus 

are assigned for the remaining interest points. Finally, with the rotation and scale 

invariance in place, a Hough transform is performed to select the clusters from a specific 

object. Next, the likelihood of a particular feature vector representing an object in the 

image is computed. 
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Figure 1.5 Image gradients and key point descriptors [32] 

1.6.3.4 Speeded-up robust features (SURF) 

The SURF proposed by Bay et al. [33] is a local feature descriptor and a detector. It has 

been used to locate, recognize objects, and extract points of interest. It is deemed an 

approximate version of SIFT. The difference is that SURF embraces integral images and 

computes Harr wavelet rather than orientation histogram, which makes SURF more 

computationally efficient than SIFT. SURF is typically utilized to address the issue of 

speed; it is several times faster than SIFT. 

1.6.3.5 Pyramidal Histogram of Characters (PHOC) 

The PHOC is a binary representation of words submitted by Almazán et al. [34]. It plays a 

part in representing word images and strings. It encodes if a certain character emerges in a 

certain spatial region of the string using a pyramidal disintegration, creating it 

discriminating (see Figure 1.6). The first level is just a basic histogram of the characters 

encoding the existence or absence of a certain character in the string. Then, new levels are 

counted, where at every level of the pyramid the word is further separated, and a new 

histogram of characters is counted for each new division to calculate for characters in 

different parts of the word. 
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Figure 1.6 The extraction of a PHOC from a specific text string at levels 1, 2 and 3 [5] 

1.6.4 Classification techniques 

The classification step is the central component of the keyword spotting framework. Once 

a set of features has been extracted, this step involves searching and matching query image 

representations with document image representations, ultimately classifying the results. 

The main objective of this step is to identify word images within documents that are 

similar to a given query word image, achieved by calculating the similarity of the extracted 

feature vectors. 

In the literature, two main techniques have been distinguished: Supervised and 

Unsupervised techniques.  

1.6.4.1 Supervised techniques 

Supervised techniques require a large number of training data to achieve more elevated 

retrieval performance. In this technique, features extracted from word images are 

represented by statistical models such as HMM, ANN, and others. 
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1.6.4.1.1 Hidden Markov Models (HMM) 

The HMM is a statistical model that was first presented by Baum et al. in 1966 [36] and 

uses a Markov technique that includes hidden and unknown parameters. It is one of the 

most popular statistical models for sporting sequential and temporal data. They have 

simple and practical mathematical and theoretical foundations and have proven effective in 

solving problems like automatic speech recognition, handwriting recognition, and keyword 

spotting. 

The principle of HMM is that the observed possibilities have no one-to-one 

correspondence with states but are linked to states via a probability distribution. It is a 

doubly stochastic process, which contains a Markov chain as the basic stochastic process 

and describes state transitions and stochastic processes that describe the statistical 

correspondence between the states and observed values. From the viewpoint of observers, 

only the observed value can be viewed, while the states cannot. A stochastic procedure is 

operated to identify the presence of states and their features. Thus, it is dubbed a “hidden” 

Markov model. 

 

Figure 1.7 Building the models of the HMM 

1.6.4.1.2  Support vector machine (SVM) 

The SVMs are a set of learning-based techniques designed to solve classification (i.e., 

deciding which class a sample belongs to) and regression (i.e. predicting a variable's 

numerical value) problems from databases, including non-linear and linear, using a 
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hyperplane in a high feature space.  

The SVM classifier presents an example of a training set (  ,  ) where the xi are the data 

samples and the yi are the labels suggesting which class the sample belongs to. For the 

two-class pattern recognition problem,    = -1 or    = +1. Where, an example of a training 

(  ,  ) is called negative if    = -1 and positive otherwise.  

For more complex problems, the characterization of a hyperplane can be very complicated 

and quite non-optimal. For instance, in a plane in which the (   = +1) points are clustered 

in a circle, with (   = -1) points scattered around, a two-dimensional hyperplane will not be 

able to accurately separate the two groups. This is known as a non-linearly separable 

problem. To address this issue, SVM uses kernel tricks to transform the data and apply 

linear classification to non-linear problems. 

 

 

Figure 1.8 Example of SVM  

 

 



Overview of Keyword Spotting Handwritten Document  

 

Page | 37  

 

1.6.4.2 Unsupervised techniques 

The unsupervised techniques utilize matching to identify images of words that are similar 

to the query, making it a convenient option when training data is difficult to obtain, such as 

with ancient manuscripts. The similarity (distance) between two feature vectors can be 

calculated using various measures, including DTW distance, distance classifiers (such as 

Correlation, Cosine, Euclidean, City-block, etc.), and others. 

1.6.4.2.1 Dynamic time warping (DTW) 

The DTW algorithm [35] is an algorithm that permits measuring the degree of similarity 

between two sequences that can vary over time. It has extensively been applied such as 

graphics, video, bio-informatics, audio, speech processing, and in other domains. DTW is 

often used to match word images because it provides additional flexibility to compensate 

for handwriting differences. 

In general, DTW is a method that seeks an optimal matching between two-time series, 

subject to certain constraints. The time series are deformed by the non-linear 

transformation of the temporal variability to determine a measure of their dissimilarity, 

apart from some non-linear transformation of time. 

 

 

Figure 1.9 Building the models of the DTW 
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1.6.4.2.2 Distance Measures 

Some keyword spotting systems make decisions based on a distance measure. Distances 

between feature space representations are utilized as the basis for the matching step.  

Table 1.2 summarizes the equations for some distance measures. 

 

The distance classifier Equation 
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Where n: number observations 

Table 1.2 The equations for distance measures 

Where: 

  and   are feature vectors of two documents.  

l: is the size of each feature vector. 
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1.7 Conclusion 

In this chapter, firstly we presented an overview and the different phases of keyword 

spotting systems on which the work of this thesis is based, where we concentrate on 

extracting the features in the handwriting document and matching them. These features are 

needed to create an efficacious system of keyword spotting.  

In the chapter that follows, we will provide a description and comparison of the most state-

of-the-art contributed works in this field. 
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2.1 Introduction 

The current state-of-the-art for keyword spotting in handwritten documents is summarized 

in this chapter. The first sections focus on presenting the main research studies in this field. 

Additionally, the chapter discusses various competitions related to keyword spotting, and 

we end the chapter with a comparison of the different works in the domain. 

2.2 Related works 

Keyword spotting remains a fascinating field of study for both handwritten and printed 

documents. However, current works can be separated into two classes: segmentation-free 

and segmentation-based techniques: 

2.2.1 Segmentation-Based methods 

A statistical technique is presented by Rothfeder et al. [45]. It is a method that depends on 

the matches segmented word images by recuperating similarities between interest points, 

the suggested system tracks a segmentation-based technique according to a query-by-

example approach. Using the Harris corner detector, this system extracts the similarities 

between the two images' points of interest. It then leverages these similarities to build a 

similar measure by utilizing Euclidean distances. 

They reported an average precision of 62.57% on a database of historical documents with 

2372 images of good quality and 15.49% on 3262 images from documents of poor quality. 

In an additional piece of work, Rodríguez et al. [46] presented a local descriptor for 

unconstrained handwritten keyword spotting. They depended on a Local Gradient 

Histogram (LGH) to extract features where, over a word image, a sliding window 

locomotive from left to right. At every position, the window is split into cells, and a 

histogram of orientations is compiled in every cell. This step is considered the most 

essential phase of their work. All tests will be taken out using two scoring mechanisms: 

HMM and DTW to find the degree of similarity between the query and the word image, 
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and this is in the matching step. 

The effectiveness of the suggested approach was verified via an experiment executed on 

the database that a company's customer service received, which had 630 scanned letters 

written in French. Where they used the QbE approach. The outcomes obtained using HMM 

were better than those obtained by DTW. 

 

 

Figure 2.1 Example of the Extraction of LGH [46] 

Another keyword spotting method based on online segmentation and the query-by-example 

approach is presented by Terasawa et al. [47]. They relied on a sliding window, DTW-

based matching, and a slit-style HOG feature (SSHOG). A sliding window is used for 

every line of text to extract feature vectors; this window is moved in the direction of 

writing. For each sub-image determined by the window, a HOG feature vector is 

computed. Features are compared using the DTW method.  

The authors conducted the experimental test using an English manuscript from the GW 
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database and images of Japanese manuscripts from "Akoku Raishiki's" scanned diary. 

A novel system for handwritten word spotting of mail documents utilizing a statistical 

framework is presented by Rodríguez et al. [14]. They relied on HMMs to model the 

extracted feature vector sequences using the LGH feature of word images and the query 

from the database, and a GMM was utilized to normalize scores.  

During the phase of matching the query with the word images in the database, the 

similarity between the word image and the query is acquired by the posterior probability 

produced by the HMM of the query. The efficacy of the offered method was verified 

through an experiment executed on the database that included 630 scanned letters that were 

written in French and delivered to a company's customer service department. 

 

Figure 2.2 Summary of the proposed system by Rodríguez et al. [14] 

 

In one of the techniques employing the query-by-string framework, Aldavert et al. [49] use 

two representations: textual and visual. The textual representation is based on n-grams of 

characters, while the visual representation depends on the Bag of Visual Words (BoVW) 

method. The two representations are merged and projected into a sub-vector space using 

the latent semantic analysis method. The GW database has been utilized to offer the 
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suggested technique. 

 

Figure 2.3 An illustration of an n-gram textual description [49] 

 

A novel approach that allows efficient keyword spotting in handwritten documents based 

on typical keypoint detection is proposed by Zagoris et al. [50]. They are called Document 

Specific Local Features (DSLF). The suggested system tracks a segmentation-based 

technique according to a query-by-example approach. Their strategy comprises two 

independent stages: the Online and the Offline. In the Offline stage, document images are 

divided into word images, and DSLF extracts and indexes the features in the database. In 

the Online stage, the query word image's DSLF is extracted, and each indexed word 

image's feature set is compared against the query's features using a Local Proximity 

Nearest Neighbor (LPNN) search. 

Experimental results are displayed on two historical handwritten databases for 

segmentation-based keyword spotting context (Bentham and GW databases). 
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Figure 2.4 System diagram offered by by Zagoris et al. [50] 

 

Retsinas et al. [1] suggested a method for segmentation-based and query-by-example 

approach keyword spotting on handwritten documents. Their method is broken down into 

three phases: preprocessing, feature extraction, and matching. In the feature extraction 

process, a sequence of descriptors is created by combining a modified Projections of 

Oriented Gradients descriptor with a zoning scheme. An uneven zoning scheme is 

established by creating only denser zoning for the query images for a more comprehensive 

representation, resulting in a substantial decrease in the document collection's storage 

requirements. In the matching step, the suggested MISM method effectively determines the 

distance between the word sequence and the query. An experiment conducted on various 

databases proved the effectiveness of the suggested method, and the outcomes were 

satisfactory. 
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Figure 2.5 The extraction of mPOG descriptors from an image part and their 

corresponding reconstruction [1] 

 

In a template-based keyword spotting technique, Stauffer et al. [56] captured the structural 

information of the segmented word images employing a graphical representation. Graph-

matching techniques are then employed to compare reference images and the query. The 

presented technique was evaluated on four different databases: GW, Alvermann 

Konzilsprotokolle (AK), Parzival (PAR), and Botany (BOT). 

 

Figure 2.6 Method of graph-based keyword spotting of the word “October” [56] 
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Among the methods that relied on deep learning to crack the keyword spotting problem, 

we find Serdouk et al. [57] employ a Siamese neural network (trained on triplets) to 

retrieve words similar to the query image by Euclidean distance in the matching step. The 

suggested system tracks a segmentation-based technique according to a query-by-example 

approach. The results received for the GW database indicate the efficacy of the keyword 

spotting method they presented. 

 

Figure 2.7 The SNN architecture with three inputs [57] 

 

In one of our studies [58], we proposed another method for keyword spotting problems, 

which relies on a segmentation-based technique according to a query-by-example approach 

where the location of words in the document images is provided in the ground truth. In the 

first step, we used oriented basic image features (oBIFs) for the extraction of features from 

the word images. Using a variety of distance measures, features extracted from segmented 

handwritten words are compared with those of the query images in the matching process, 

which is the second step. The experiment of the system was conducted using some of the 

images from the modern database of the ICFHR 2014 keyword spotting competition, and 

the mean accuracy precision (mAP) scored 76.86 % when using City-block distance for 

matching. 

They suggest Kundu et al. (2021) [3], a segmentation-based method utilizing the query-by-
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example approach for keyword spotting in handwritten papers. Pre-processing, vertical 

zone division, feature extraction, and feature matching are the four main steps that make up 

their methodology. In the feature extraction steps, they used the Hough transform-based 

angular feature to extract features from each of the segmented regions of both the target 

word images and query images. Using a DTW-based metric, they determine the feature 

matching step score by comparing the descriptors of features of a target word image with a 

query word image. To complete the needed experiments, they used three databases: 

ICDAR KWS 2015, Qatar University Writer Identification (QUWI), and IAM. We 

obtained mAP scores of 45.01%, 53.99%, and 86.40%, respectively. 

In another deep learning-based method, Daraee et al. (2021) [59] employ a DNN with 

Monte-Carlo dropout to estimate the certitude of the extracted features, which they utilized 

in both QbS and QbE keyword spotting. In the QbE, the threshold is assigned based on the 

confidence of the words in each class through the training step. Using the cosine distance, 

the distance between the anticipated certainty of the query picture and those in the 

reference base is compared with each class's threshold during the matching step. In the 

QbS, the class of the query image is determined and contrasted with the retrieval set class, 

which is obtained by certainty prediction. 

Experiments on four public databases confirm the notability of this method in comparison 

to the current methods. 

 

Figure 2.8 The Monte-Carlo dropout Architecture [59] 
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A novel method for spotting keywords in historical Vietnamese manuscripts has been 

presented by Scius-Bertrand [61]. They proposed an annotation-free KWS technique that 

learns from a printed font instead of labeled handwritten samples. Their method consists of 

two components. Initially, printed characters from synthetic pages are used to train a deep 

convolutional character detection system based on YOLO. Thereafter, the character images 

are described employing keypoint graphs and compared with query graphs utilizing the 

HED (Hausdorff edit distance) [62] to recover the most similar samples. They assessed 

their method for spotting Chu Nom logographic characters on the recently launched Kieu 

database, which is a historical Vietnamese manuscript with 719 digitized pages from the 

well-known Tale of Kieu, and reported a mAP of 77% for QbE and 63% for QbS. 

 

Figure 2.9 Overview of the system proposed by Scius-Bertrand et al. [61] 

 

Another of our studies [92], uses query-by-example (QBE) and a segmentation-based 

technique for keyword spotting in historical documents. In the first step, we extracted 

features utilizing textural features to verify their effectiveness in historical documents, 

specifically LDNP, CLBP, and CRLBP. The second step is to match the extracted features 

from both images using the Euclidean distance. To improve the matching rate, we used the 

product (Prod) of different distance measures with matching features. 
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2.2.2 Segmentation-Free methods 

In another relevant study [48], the authors employ SIFT descriptors with a BoVW model 

and get the similarity list utilizing the cosine distance, at the retrieval stage. They evaluate 

the technique on Latin in addition to Persian documents, both handwritten and printed, for 

the segmentation-free keyword spotting method.  

In another study, Kovalchuk et al. [51] extracted fixed-size descriptors for each image 

using a HOG and a LBP, and they performed the retrieval step using a simple distance 

measure (Euclidean distance). Because of their simplicity, this is important for large 

collections of documents. The efficacy of the method proposed was demonstrated through 

an experiment executed on different databases: the GW database and the LB database, and 

the results were satisfactory. 

Yao et al. [52] developed a technique for handwritten keyword spotting. The HOG based 

two-directional DTW is the foundation of this technique. They connected the HOG 

descriptors in the same column and row and got a sequence of feature vectors after they 

extracted the HOG descriptors from every cell in the normalized images. The two-

directional DTW approach was utilized to define the distance between the query image and 

the existing normalized vectors from the HOG descriptors. This method produced more 

reliable results than the traditional DTW method. The results are displayed on the GW 

database and the CASIA-HWDB 2.1 database in a segmentation-free context and a query-

by-example approach, reporting a mean Average Precision (mAP) of 57.2% and 70.5%, 

respectively. 

 

Figure 2.10 The words and their corresponding HoG descriptors. (a) word “you” in GW 

database. (b) HoG descriptors extracted from (a) [52] 
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Rabaev et al. (2016) [53] focus on a pyramid-based approach for keyword spotting in 

historical document images, and they chose a segmentation-free retrieval scheme and a 

query-by-example approach where locating the query word in a document is done in a 

scale-space pyramid. In this work, the HOG descriptors are extracted at each level of the 

pyramid. A hierarchical search is conducted beginning at the most elevated level of the 

pyramid for query matching. Four distinct historical document collections (GW, LB, CG, 

and AH) were used to test the proposed methodology. 

In light of recent advancements in keyword discovery using deep learning, Ritsinas et al. 

[63] developed a segmentation-free system and the QbS paradigm, where no previous 

information about the location of the word is known on the document page. The basic idea 

of this work is “efficient bounding box estimation by counting character occurrences”. 

They first built a CNN-based system that turns a document's input image into a thumbnail 

map of possible characters. Then, by considering KWS as a character counting problem, 

they aim to find the bounding boxes that contain the required characters. To find the most 

similar regions, they calculated the count for each letter within the bounding box and 

compared it to the query count. The comparison is made by cosine similarity. Count-based 

retrieval cannot differentiate between various permutations of query characters. Therefore, 

they addressed this problem, offering two various techniques that can be combined into 

one method, as different steps, and have a common feature: the already appropriately 

trained network is utilized to expect more precise results effectively. A typical, non-

maximum suppression step follows both steps. These steps are illustrated in full in Figure 

2.11. 

Experimental verification on two widely utilized databases: IAM and GW, shows that their 

method achieves promising results. 
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Figure 2.11 Overview of the suggested spotting pipeline [63] 

2.2.3 Segmentation-Free and Segmentation-Based methods 

Zagoris et al. (2017) [54] decided to improve their work based on the suggestions of 

Zagoris et al. (2014) [50]. Where they proposed a method for keyword spotting that utilizes 

DoLF (document-oriented local features). This method involves two steps: first, the 

extraction of document-oriented key points and the computation of instrumental 

information around these points; and second, the use of Nearest Neighbor Search (NNS) 

[55] for matching. The experimental outcomes of this study are displayed for two various 

techniques (segmentation-based and segmentation-free) according to a query-by-example 

approach using the Bentham, GW, and Barcelona Historical Handwritten Marriages 

databases (BH2M). 

Due to the deteriorating and noisy historical documents, Mohammed et al. [60] suggested a 

new powerful technique for multilingual keyword spotting utilizing two various feature 

extraction methods: HOG and SURF features. They first extracted regions of interest 

(ROIs) and then re-ranked the extracted ROIs utilizing a combination of various feature 

extraction and matching methods using the Brute-Force algorithm, which is based on the 

L2-norm. This technology deals with two types of techniques: segmentation-free and 

Segmentation-based utilizing the query-by-example approach.   

The proposed method showed enhanced performance, which conducted two GW and 
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HADARA databases utilizing the standard evaluation method. 

 

Figure 2.12 HOG descriptors of the query image with cell size (4, 4) [60] 

 

2.3 Keyword spotting competition 

The interest of researchers developed in keyword spotting and in methods for evaluating 

these matching systems has grown dramatically in the last few years. Due to the 

significance of the domain, researchers have organized several competitions. The purpose 

of these competitions is to give a platform for the comparative evaluation of methods 

developed by researchers. It is also critical to note that all of these competitions took place 

on different-sized databases with different content and words, and the evaluation protocols 

are very different. 

2.3.1 ICFHR 2014 Competition on Handwritten Keyword Spotting (H-

KWS 2014) 

H-KWS 2014 is the Handwritten Keyword Spotting Competition [64]. It is one of the most 

prominent competitions that have been composed in intersection with the International 

Conference on the Frontiers of Handwriting Recognition (ICFHR 2014). In this 

competition, an assessment framework is created for comparing handwritten keyword 

spotting methods that answer the query by example problem. Where the competition 
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featured two distinct tracks, namely, the segmentation-based track, in which the location of 

the word images in the document images of the database is given, and the segmentation-

free track. The competition included five (5) distinct research groups, three (3) solutions 

for the segmentation-based track, and four (4) solutions for the segmentation-free track.  

 

Figure 2.13 Sample document images from the (a) Bentham database, (b) Modern 

database of the H-KWS 2014 

2.3.2 ICDAR 2015 Competition on Keyword Spotting for Handwritten 

Documents 

The KWS-2015 Bentham database [65] was prepared by the tranScriptorium project [66]. 

It is a difficult database composed of 70 handwritten document pages, 15419 segmented 

word images from the Bentham collection, and 1421 query images, in which there are 243 

various keyword strings of various lengths (6-15 characters), each of these strings is 

represented by 6 or fewer various query images. The papers have been written by various 

authors in differing styles, and font sizes, with crossed-out words.  
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It contains historical manuscripts on law and ethical philosophy handwritten by Jeremy 

Bentham (1748-1832) and some handwritten documents from his secretarial team. This 

competition was divided into two different tracks, namely, a training-free and a training-

based track, and each track necessitated two elective assignments. Six participants 

proposed solutions to one or both assignments, relying on the limitations and/or 

capabilities of their systems. 

 

Figure 2.14 Sample images of document from the KWS-2015 Bentham database 

  

2.3.3 ICFHR 2016 Handwritten Keyword Spotting Competition (H-

KWS 2016) 

The H-KWS 2016 [67] was marshaled in the context of the ICFHR 2016 conference. The 

presented databases involve a series of documents from two various groups created in the 

European project READ: the Botany and the Alvermann Konzilsprotokolle in British India 

collections.  

This competition was divided into two different tracks, namely, the Query-by-String and 

Query-by-Example tracks, and each track necessitated two elective challenges, i.e., 

Segmentation-based and Segmentation-free. 
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Four players offered solutions to one of the challenges, according to the limitations and/or 

capabilities within their systems. The data used in the competition consisted of historical 

English and documents with their intricacies and characteristics. 

 

Figure 2.15 Sample document images from the H-KWS 2016 (a) Botany database, (b) 

Konzilsprotokolle database 

2.4 Comparison of well-known keyword spotting systems  

A synopsis of the method of keyword spotting and the performances of the techniques 

noted in the literature is shown in Table 2.1. In general, mAP results can be improved and 

offer a great possibility for research to find solutions to this difficult problem.
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Segmentation 

type 

 

Methods 

Features 

(Descriptors) 

 

Similarity 

 

Database 

KWS 

approaches 

 

mAP(%) 

QbE QbS 

S
eg

m
en

ta
ti

o
n

-B
a
se

d
 

Rothfeder et 

al. (2003) 

Harris corner 

detector 

Euclidean 

distances 

2372 images of good 

quality 

3262 images of poor 

quality 

×  
62.57 

15.49 

Rodríguez et 

al. (2008) 

LGH HMM 

DTW 

630 scanned letters 

written in French × 

 71.70 

25.4 

Terasawa et 

al. (2009) 

 

SSHoG 

 

DTW 

 

GW 

 

× 

  

79.14 

 

Rodríguez et 

al. (2009) 

LGH HMM 630 scanned letters 

written in French × 

  

87.00 

Aldavert et 

al. 

(2013) 

Textual 

descriptor and 

BoVW 

Cosine distance 

 

All words as queries   

(GW) 

In vocabulary queries   

(GW) 

 

× 

56.54 

 

76.20 

Zagoris et al. 

(2014) 

DSLF LPNN Bentham 

GW × 

 68.00 

63.70 
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Retsinas et al. 

(2018) 

mPOG MISM GW 

Bentham 

Modern 

BOT 

AK 

× 

 87.70 

71.10 

49.10 

58.30 

76.20 

Stauffer et al. 

(2018) 

Graph 

representations 

 

Graph 

matching 

 

GW 

PAR 

AK 

BOT 

× 

 70.56 

79.38 

84.77 

68.88 

Serdouk et al. 

(2019) 

SNN Euclidean 

Distance 

GW (hard) 

GW (soft) × 

 91,63 

95,41 

Douaa et al. 

(2021) 

oBIFS 

descriptor 

City-block 

Distance 

Six words as queries in 

Modern Database × 

  

78.89 

Kundu et al. 

(2021) 

Hough 

transform-based 

angular 

DTW-based IAM 

QUWI 

ICDAR KWS 2015 

× 

 86.40 

53.99 

45.01 

Daraee et al. 

(2021) 

DNN with 

Monte-Carlo 

dropout 

Cosine Distance IAM 

GW 

BOT 

AK 

× 

 96.21 

99.22 

99.76 

99.89 

IAM 

GW 

BOT 

AK 

 × 

99.89 

100 

100 

100 
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Scius-

Bertrand et 

al. (2022) 

YOLO-based 

deep 

convolutional 

character 

HED Kieu (QbE) 

Kieu (QbS) × 

 77 

63 

Douaa et al. 

(2024) 

Textural features  Euclidean 

Distance 

twelve words as queries 

in Modern Database 

twelve words as queries 

in Bentham Database 

× 
 46.23 

 

53.84 

S
eg

m
en

ta
ti

o
n

-F
re

e 

Rusinol et al. 

(2011) 

SIFT descriptors 

and 

BoVW 

Cosine distance 

 

GW 

LB 

 

× 

 30.42 

42.83 

 

Kovalchuk et 

al. (2014) 

LBP and HoG Euclidean 

distance 

GW 

LB × 

 50,10 

90,70 

Yao et al. 

(2015) 

HoG Two-DTW GW 

CASIA-HWDB 2.1 × 

 57.20 

70.50 

Rabaev et al. 

(2016) 

HoG The highest 

level of the 

pyramid 

GW 

LB 

CG 

AH 

× 

 56.03 

89.36 

80.19 

51.48 

Retsinas et al. 

(2023) 

CNN Cosine Distance IAM 

GW 

 

× 

59.2 

66.3 
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Zagoris et al. 

(2017) 

 

 

DoLF 

 

 

NNS 

Bentham 

(Segmentation-Free) 

BH2M 

 

× 

 51.70 

53.00 

Bentham 

(Segmentation-Based) 

GW 

BH2M 

 

 58.40 

69.20 

60.70 

 

Mohammed 

et al. (2021) 

 

HOG and SURF 

 

L2-norm 

 

GW (Segmentation-

Free) 

HADARA 

 

× 

  

80.00 

52.00 

GW (Segmentation-

Based) 

 81.30 

Table 2.1 Performance comparison of well-known keyword spotting systems reported in the literature 



Keyword Spotting in Handwritten Documents: A state-of-the-art 

Page | 61  

 

2.5 Conclusion 

In this chapter, we have delivered an overview of the state-of-the-art in the domain of 

keyword spotting. In the first part, we focus on presenting the main research works in this 

domain. Second, we discussed the different competitions. Then, we end with a comparison 

of the different works in the domain. The structures of the suggested system keyword 

spotting are covered in detail in the following chapter. 
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3.1 Introduction 

The task of keyword spotting in document images remains an active area of research due to 

its potential applications in information retrieval. Our contributions aim to explore a 

segmentation-based technique for keyword spotting in historical documents, with a focus 

on extracting and representing textual features.  

This chapter presents the fundamental idea of our system, providing a detailed explanation 

of the features and the databases utilized to implement the proposed system. 

3.2 Proposed system for keyword spotting 

The method submitted in our study relies on a Query-by-Example (QbE) approach type 

and a segmentation-based technique, where the ground truth provides the word locations in 

the document images.  

There are two important steps in our system. The first step is the extraction of features 

from the word images to represent them by the different methods based on feature vector 

sequence, where we choose the textual features to use in our proposed keyword spotting 

methodology. 

The second step is Image Matching to count the similarity of the feature vector sequence. 

An illustrated synopsis of the method is delivered in Figure 3.1. 
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Figure 3.1 Synopsis of the submitted system 

3.2.1 Feature Extraction 

Effective textual feature representation is an important stage in every problem of pattern 

matching. In our keyword spotting from historical handwritten manuscripts, we choose the 

use of specific text feature descriptors, namely, the oBIFs, the oBIFs column, the LBP, the 

LPQ, the LDNP, the CLBP, and the CRLBP features. These feature descriptors enable the 
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discriminatory visual representation of handwritten documents by capturing their textual 

and morphological information.  

Many issues of pattern classification have been effectively solved with the use of these 

descriptors, like texture classification [73], digit recognition [75], [91] writer identification 

[74], [76], [77], [89], gender classification [78] [90], and handwriting-based personality 

identification [79]. We chose it for our experiments to determine how effective it is at 

keyword spotting. 

In the subsections that follow, these descriptors are covered. 

3.2.1.1 orientated Basic Image Features (oBIFs) 

The oBIFs represent a texture-based descriptor, which is an extension of the Basic Image 

Features (BIFs) [73], [74], where every place in the image is designated to one of the seven 

local symmetry classes as part of the computation. The symmetry types contain slope, flat, 

dark on the light line, light line on the dark, dark rotational, light rotational, or saddle-like. 

The algorithm has two adjustable parameters. A scale parameter σ, and a supplementary 

parameter 𝜀. The scale parameter σ determines the response of a bank of six derivative-of-

Gaussian (DoG) filters (one 0th order, two 1st orders, and three 2nd orders) of size. The 

parameter 𝜀 defines if a location is to be classified as flat. 

To generate a collection of features known as oBIFs and identify the possible orientations, 

local symmetry is combined with local orientation.  

The local orientation that can be assigned depends on the local symmetry type, as follows: 

 n possible orientations are assigned to the dark line on the light, the light line on the 

dark, and saddle-like classes. 

 Can assign 2n orientations if the location is of the slope class. 

 No orientation is assigned if the location is designated to the dark rotations, light 

rotational, or flat class. 
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As a result, 5n+3 features determine the dimension of the oBIFs feature vector.  

 

Figure 3.2 Sample of oBIFs calculation for a handwritten word image for σ=2 and σ=4 

while ε=0.001 

3.2.1.2 orientated Basic Image Features column (oBIFs column) 

Has been improved the oBIFs descriptor's performance, by combining the oBIFs at two 

various scales and skipping the symmetry type flat (which is not likely to be 

discriminative). The oBIFs column [74], [80] are produced with a dimension of (5n+2) ². 
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Figure 3.3 Model for oBIFs column scheme calculation for a handwritten word image: 

Two oBIFs images (     and     while        ) are scratched to form an oBIFs 

column at every location  

3.2.1.3 Local Binary Pattern (LBP) 

Ojala et al. [81] proposed Local Binary Patterns in 1996, which are to characterize the 

textures in gray-scale images. The idea of this texture operator is to give each pixel a code 

depending on the gray levels of its neighborhood. According to the following formula (1), 

the central pixel's gray level (  ) is compared to that of its neighbors (  ): 

        ∑    (       )      ( )

   

   

 

       {
 ( )       

 ( )       
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By thresholding a neighborhood with the gray level of the central pixel, one can compute a 

binary code that represents the local texture of a region. All the neighbors will then take a 

value of 1 if their value is larger than or equal to the current pixel and 0 otherwise.  

The LBP code of the current pixel is then produced by concatenating these 8 neighboring 

values to form a binary code. Figure 3.4 gives an example of processing the LBP operator. 

This sequence is converted into a decimal value that represents its LBP code, so we obtain 

a matrix of LBP values containing intensity values from 0 to 255. 

The LBP technique was later extended using neighborhoods of various sizes. The local 

neighborhood can be defined using the circular neighborhood, where a circle of radius R is 

drawn around the central pixel, and the values of the P sampled points on the circle's edge 

are obtained and compared to the value of the central pixel. To obtain the values of the P 

sampled points in the neighborhood for any radius R. Interpolation is necessary. We adopt 

the notation (P, R) to define the neighborhood of P points of the radius R of a pixel. 

 

Figure 3.4 The computation of LBP code 
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The Local Binary Patterns (LBP) method for feature extraction has shown excellent 

performance in several comparative studies, both in terms of speed and in terms of 

discriminating between different textures. 

3.2.1.4 Local Phase Quantization (LPQ) 

Heikkila and Ojansivu [82] introduced the new descriptor known as the Local Phase 

Quantization operator, which is intended for use in texture classification for blurred 

images. It improves the classification of textures to be robust to artifacts generated by the 

blur present in an image. The LPQ descriptor is constructed in such a way as to retain in an 

image only the local information invariant to a certain type of blur. 

The Fourier transform of the phase is the foundation of LPQ, from which selective 

frequency filters can be utilized to derive local frequency characteristics. More precisely, 

the local phase information extraction is utilized by the application of the short-term 

Fourier transform (STFT) calculated on a rectangle    of size M M neighbors for every 

pixel position x in the texture image ƒ(x) defined by the equation: 

 (   )  ∑  (   )      
  

    

    
                   ( ) 

Where   is the neighborhood, f(x−y) is the function's value in the neighborhood,    is the 

basis vector of the 2D discrete Fourier transform (DFT) at frequency u, and    is a vector 

containing all the image specimens from   . 

In LPQ, just four complex coefficients are considered:    ,   -
      ,   -

      

,   -        ,    -
 . 

Where a = 1/M (M is window size). This yields the following vector for each pixel 

position: 

 ( )  , (    )  (    )  (    )  (    )-                ( ) 

Then,    (the discrete Fourier transformations, or DFT, of the blurry image) are calculated 
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for every pixel, and what results from its vectors is quantized using a simple scalar 

quantizer. 

  ( )  {
    ( )   

           
            ( ) 

Where   is the j component of the vector ( ) = [𝑅𝑒 {( )}, Im {( )}], and Re{.} and Im{.} 

return the imaginary and real parts of a complex number, respectively. 

Using binary coding, the resulting eight    binary coefficients are represented by values 

ranging from 0 to 255 as: 

    ( )  ∑  

 

   

( )               ( ) 

The diagram below depicts the steps required to construct the LPQ descriptor. 

 

Figure 3.5 The illustration of the computing LPQ [83] 
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3.2.1.5 Local Directional Number Pattern (LDNP) 

Rivera et al. [84] developed the Local Directional Number Pattern (LDNP) code Local. It 

is a six-bit binary code assigned to each pixel of an input image that represents the texture's 

format and its intensity changes. By examining the response of the edge of each mask, 

M0,..., M7, which mirrors the advantage importance in each direction, and adding the 

dominating directional values. The existence of a heightened negative or positive value 

suggests the existence of a prominent dark or bright area. Therefore, they implicitly utilize 

the sign information to encode these prominent regions, where the top positive directive 

number is assigned a fixed position, the three most important bits in the code, the three 

most important bits are the top negative directional number, and accordingly, the code is: 

    (   )                                  ( )     

Where (   ) is the neighborhood's central pixel to be encoded,      is the directive number 

of the maximum positive response, and      is the directive number of the minimum 

negative response defined by:  

           
 
*  (   )|     +           ( ) 

           
 
*  (   )|     +           ( ) 

Where   is the original image's convolution,  , and the     mask,   , described by: 

                                 ( )                    

3.2.1.6 Complete Local Binary Patterns (CLBP) 

Guo et al. [85] presented an upgraded version of LBP called Complete Local Binary 

Patterns (CLBP) to modify the discriminative capabilities of the local structure. Because 

LBP examines only the variation in two gray values, it frequently generates incorrect 

codes. Where the values of the middle gray level were blended with the local variations in 
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each pattern's magnitude (  ) and sign information (  ). Two bits are utilized to represent 

both the sign and the magnitude of the change. Equation 10 is a summary of the 

computation. 

    (     )                              (  ) 

Where    is the neighboring pixel's intensity level, and    represents the central pixel's 

intensity level. 

Three operators are CLBP-Center (CLBP-C), CLBP-Sign (CLBP-S), and CLBP-

Magnitude (CLBP-M). 

CLBP-Magnitude (CLBP-M) and CLBP-Sign (CLBP-S) are likewise computed using    

and   . They are theoretically expressed by the following equations: 

      (   )  ∑    (     )           
   
   {

    |     |   

    |     |   
    (  )                   

              (   )  ∑    (    )          (    )
   
   {

    |     |   

    |     |   
(  )      

Where    is the neighboring pixel's intensity level, and    represents the central pixel's 

intensity level, and R is the radius of the neighborhood. 

According to Guo et al. [85], the center pixel also contains distinguishing details. Thus, to 

acquire the local central information, an operator termed CLBP-Center (CLBP-C) is 

exhibited in Equation 13: 

      (   )   (     )                               (  ) 

Where    is the central pixel's gray level value, and     is the image's entire average gray 

level. 

The three descriptors are combined to provide the final CLPB descriptor. 
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Figure 3.6 Framework of CLBP code 

 

3.2.1.7 Completed Robust Local Binary Pattern (CRLBP) 

The Completed Robust Local Binary Pattern (CRLBP) is the LBP method that uses ALG 

[87] as the threshold rather than the gray value. This ought to be hardy to noise and 

monotonically constant to a gray-scale transformation. The ALG can be written in equation 

14 and the CRLBP in equation 15: 

     
∑ (  
 
   )

 
                                  (  ) 

Where g is the gray value for the pixel that is found in the center, with   (i=0,1,...,8) 

representing the gray value for the neighboring pixel. 

         ∑  (       ) 
 

   

   

 ∑ (   
∑       
 
   

 
)

   

   

         (  ) 

Where     (i=0,1,….,8) represents the pixel's gray value that is neighboring to   . 
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Figure 3.7 The computation of CRLBP code [88] 

 

3.2.2 Image  Matching 

Once the word images in the reference base are represented by the textual descriptors, we 

can provide a query image and carry out the matching. For this purpose, we primarily 

employ the City-block distance [68], and the Euclidean distance [69] to compare the 

feature vectors of a pair of word images while several other metrics are also studied. These 

include the Chebychev distance, Cosine similarity, and Correlation coefficient. 
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3.3 Data Bases 

On both databases from the ICFHR 2014 Handwritten Keyword Spotting Competition (H-

KWS 2014) [64] for the segmentation-based track where the locations of the word images 

are provided in the document, the proposed methodology is tested. 

3.3.1 Bentham database 

A data collection was compiled by Bentham. It is made up of manuscripts in handwritten 

English that Bentham Jeremy and his secretarial staff authored [70]. This database contains 

10,000 segmented word images derived from 50 document images, as well as 320 image 

queries for the competition's segmentation track. 

 

Figure 3.8 Examples of images from the Bentham database of handwritten documents 

 

Figure 3.9 Examples of images from the Bentham database of handwritten documents 
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3.3.2 Modern database 

It includes modern handwritten writings from the ICDAR 2009 Handwritten Segmentation 

Contest [71] in four languages: French, English, Greek, and German. For the competition's 

segmentation-based track, this database comprises 15,000 segmented word images and 300 

image queries from 100 document images (25 for each language). 

 

Figure 3.10 Examples of images from the Modern database of handwritten documents 

 

 

Figure 3.11 Examples of the specified query words from the Modern database 
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3.4 Metrics used 

To measure the system's performance in various experiments, we use standard metrics such 

as Top retrieved words (P@k) and mean Average Precision (mAP). These metrics are 

further elaborated on in the next. 

3.4.1 Top retrieved words (P@k) 

The P@k, the precision at k, is calculated by calculating the precision at a specific cut-off 

rank while only considering the top k results returned by the system [72]. We report the 

results of our experiments for three various values of k. (1, 5, and 10). Formally, the P@k 

metric is acquainted as follows: 

    
 *              +  *                 + 

 *                 + 
     (  ) 

3.4.2 mean Average Precision (mAP) 

The mAP for a specific set of query images is the mean of the average precision score for 

each query. A query's average precision is given as follows: 

   
∑ ( ( )       ( ) 
   

 *                + 
                                                 (  ) 

 

3.5 Conclusion 

This chapter was devoted to describing the different steps of our study. We presented the 

different textual descriptions used as well as the word matching method, the databases used 

in the tests conducted to validate our approach, and the performance metrics adopted for 

evaluation. In the next chapter, we will present the results of our experiments. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 04: Experiments and 

Discussions 
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4.1 Introduction 

For the validation of the proposed solutions, we need to perform evaluations. In this 

chapter, we will present the tools and language used during the implementation of the 

proposed models. Then, we will analyze the results obtained and a comparative study with 

previous solutions will follow. To conclude this chapter we will summarize the results 

obtained. 

4.2 Software and hardware used 

The implementation of the solutions is done in MATLAB 2013a. The characteristics of the 

machine used are Intel(R) Core (TM) i5-9300H CPU @ 2.40 GHz 2.40 GHz and 8,00 Go 

of RAM under Windows 10. 

4.3 Obtained results 

Choosing feature extraction is the most necessary step in any matching problem. For this, 

we conducted many experiments on feature extraction. Once the textural descriptors for 

images in the reference base and the query word image have been assigned, we run the 

matching process. For this purpose, we primarily and in some experiments employ the 

City-block distance [68], and in others, we utilize the Euclidean distance [69] to compare 

the feature vectors of a pair of word images. While several other metrics are also studied. 

These include the correlation distance, Cosine distance, and the Chebychev distance.  

A key highlight of the chosen features is their ability to encrypt the textual information as a 

function of neighboring pixels, resulting in a discriminative descriptor. Furthermore, 

combining multiple textual measures also makes the final feature set robust to noise and 

other artifacts.  

Below, we will explain all the experiments and share the results received from each 

experiment: 
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4.3.1 Experiment 01: Using six-query images 

 The oBIFs features 

In the first series of experiments, we evaluated the effectiveness of the oBIFs features for 

spotting words in document images. The 100 document images for the Modern databases 

from the ICFHR 2014 competition database are employed as the reference base, while six-

word images are employed as query samples. 

The orientation is quantized by the parameter, which is fixed to 4, resulting in a 

dimensionality of 5n+3 for the oBIFs feature vector (which translates to 23 for n = 4), and 

we study the impact of the scale parameter σ (σ   {1, 2, 4, 8, 16}) in computing the oBIFs 

features. City-block distance is employed as a distance metric for matching purposes in 

these experiments, while the parameter ε is fixed to a small value of 0.001. The 

performance in terms of Top1, Top5, Top10, and mAP is summarized in Figure 4.1. 

 

Figure 4.1 The performance of the proposed method using oBIFs 
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It can be seen from Figure 4.1 that the matching performance varies as a function of the 

scale parameter in computing the oBIFs. The oBIFs features generated and combined using 

the values of the scale parameter σ= 2,8,16 outperform the other configurations, reporting a 

mAP of 76.86 %. The performance on other metrics reads a Top-1 precision of 23.77%, 

Top-5 of 59.23%, and Top-10 of 67.16%. 

In addition to the city-block distance, we also evaluated the best configuration of oBIFs 

using different metrics, and the corresponding results are presented in Table 4.1. It can be 

observed from the reported results that, with few exceptions, the performance of different 

metrics is more or less similar. The highest mAP is reported using the correlation measure 

and reads 78.89%. These results are quite promising and validate the effectiveness of 

oBIFs for characterizing word images. It should also be noted that we do not carry out any 

pre-processing on the word images, and the features are directly extracted from the raw 

images. 

   

 

Table 4.1 Performance of the proposed method as a function of different distance metrics 

 

 

oBIFs Parameter Distance Type Top 1 Top 5 Top 10 mAP 

 

 

Ɛ=0.001 

and 

   2,8,16 

City-block 23.77 59.23 67.16 76.86 

Euclidean 27.83 56.37 65.51 76.26 

Cosine 26.44 59.07 68.44 78.28 

Hamming 10.47 26.40 30.71 40.41 

Correlation 26.44 59.06 68.81 78.89 

Spearman 23.08 49.62 59.18 69.65 

Chebychev 24.14 52.76 61.75 72.90 
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4.3.2 Experiment 02: Using twelve-query  

In the second experiment, we utilized textual features such as LDNP, CLBP, and CRLBP 

features, and incorporated the product (Prod) of diverse distances to enhance the results. 

The experimental study was conducted on the ICFHR 2014 dataset for the Handwritten 

Keyword Spotting Competition (H-KWS 2014), while twelve-word images were employed 

as query samples. 

 The LDNP feature 

We display the results with the LDNP in Figure 4.2, where we discuss the effect of the 

mask "Gaussian". 

Observations suggest that the LDNP on the Bentham database performs better than that of 

the Modern database. 

 

Figure 4.2 The performance of the LDNP features on the Modern and the Bentham 

databases 
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 The CLBP feature 

For the CLBP feature, we change the neighborhood's radius (P) and number of nearby 

pixels (R) to see how performance changes. Figure 4.3 demonstrates the effect of these 

parameters on the general system performance of the two databases. While the 

performance varies for various P and R values in the Bentham database, it is often more 

steady for texts from the Modern. 

It can be seen that the P =8 and R =4 values outperform the other parameters in the 

Bentham database with a mAP of 53.47%, while the P = 4 and R =1 values exceed the 

other parameters in the Modern database with a mAP of 11.07%. 

 

Figure 4.3 The performance of the CLBP features on the Modern and the Bentham 

databases for different combinations (P, R) 
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 The CRLBP feature 

In implementing the CRLBP in our research and to examine how performance changes, we 

alter the neighborhood's radius (P) and several nearby pixels (R). 

The performance in terms of a mAP of the results acquired in the Bentham and Modern 

databases is summarized in Figure 4.4. Observations indicate that the CRLBP for the (P = 

8, R = 4) outperforms other parameters in the Bentham database, while the (P = 4, R = 1) 

exceeds other parameters in the Modern database. 

 

Figure 4.4 The performance of the CRLBP features on the Bentham and the Modern 

databases for different combinations (P, R) 
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To sweeten the matching rates, we also assessed the optimal features utilizing various 

distance metrics like the City-block distance and Chebychev distance, in addition to 

Euclidean distance.  

Table 4.2 and Table 4.3 recapitulate the performance of these features utilizing the various 

distance metrics. We see that the most elevated results were returned using the City-block 

distance on the Bentham database. 

 

Feature Dimension distance 

metrics 

Bentham Database 

Top 1 mAP 

 

CLBP 

(8,4) 

 

486 

Euclidean 72.22 53.49 

City-block 79.17 57.41 

Chebychev 68.06 52.48 

 

CRLBP 

(8,4) 

 

243 

Euclidean 63.19 50.84 

City-block 72.22 54.18 

Chebychev 67.36 47.96 

 

LDNP 

 

56 

Euclidean 37.5 43.74 

City-block 57.64 49.31 

Chebychev 39.58 43.5 

Table 4.2 The performance of the propounded method using the best configuration with 

diverse distance metrics (The Bentham database) 
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Feature Dimension distance  

metrics 

Modern Database 

Top 1 mAP 

 

CLBP 

(4,1) 

 

486 

Euclidean 2.72 11.07 

City-block 0 4.27 

Chebychev 0 4.31 

 

CRLBP 

(4,1) 

 

243 

Euclidean 13.01 46.08 

City-block 13.01 46.08 

Chebychev 16.21 48.49 

 

LDNP 

 

56 

Euclidean 11.73 39.8 

City-block 11.73 39.8 

Chebychev 11.73 39.8 

Table 4.3 The performance of the propounded method using the best configuration with 

diverse distance metrics (The Modern database) 

 

To grow the matching rate, we calculated the precision Top1 and the mAP for several 

combinations of distance metrics, where we used Prod (the product) of the diverse distance 

metrics with associated features. Tables 4.4 to Table 4.7 deliver an outline of the results. 
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F1:        

 

F2:          

 

F3:   P 

Bentham Database 

Prod (F1,F2) Prod (F1,F3) 

Top 1 mAP Top 1 mAP 

 

City-block 

City-block City-block 75.00 53.83 72.22 52.60 

Euclidean Euclidean 75.00 53.84 57.64 49.15 

Chebychev Chebychev 72.22 53.27 46.53 46.83 

 

Euclidean 

City-block City-block 75.00 54.49 59.72 51.04 

Euclidean Euclidean 72.22 52.45 46.53 46.74 

Chebychev Chebychev 69.44 50.85 43.75 44.96 

 

Chebychev 

City-block City-block 75.00 55.47 59.72 50.57 

Euclidean Euclidean 63.89 52.11 46.53 45.83 

Chebychev Chebychev 56.94 49.43 43.75 44.67 

Table 4.4 The performance of keyword-spotting for different combination features (The 

Bentham database) 
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F2:          

 

F3:   P 

Bentham Database 

Prod (F2,F3) 

Top 1 mAP 

 

City-block 

City-block 72.22 53.79 

Euclidean 70.14 51.44 

Chebychev 54.86 47.43 

 

Euclidean 

City-block 72.22 52.67 

Euclidean 46.53 46.73 

Chebychev 43.75 45.10 

 

Chebychev 

City-block 67.36 50.78 

Euclidean 42.36 44.88 

Chebychev 37.50 43.18 

Table 4.5 The performance of keyword-spotting for different combination features (The 

Bentham database) 
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F1:         

 

F2:          

 

F3:     

Modern Database 

Prod (F1,F2) Prod (F1,F3) 

Top 1 mAP Top 1 mAP 

 

City-block 

City-block City-block 13.01 45.57 11.73 39.17 

Euclidean Euclidean 12.37 45.24 11.73 39.39 

Chebychev Chebychev 14.29 46.23 11.67 39.64 

 

Euclidean 

City-block City-block 12.37 45.30 11.73 38.79 

Euclidean Euclidean 12.37 45.22 12.37 39.58 

Chebychev Chebychev 13.01 45.39 11.03 39.21 

 

Chebychev 

City-block City-block 12.37 45.01 11.73 38.92 

Euclidean Euclidean 12.37 42.73 11.73 39.15 

Chebychev Chebychev 10.87 45.13 11.67 39.39 

Table 4.6 The performance of keyword-spotting for different combination features (The 

Modern database) 

 

 

F2:          

 

F3:     

Modern Database 

Prod (F2,F3) 

Top 1 mAP 

 

City-block 

City-block 13.37 43.97 

Euclidean 10.34 40.49 

Chebychev 11.03 41.36 

 

Euclidean 

City-block 12.37 44.36 

Euclidean 12.37 42.11 

Chebychev 10.98 41.62 

 

Chebychev 

City-block 13.01 44.22 

Euclidean 11.08 41.84 

Chebychev 10.98 41.61 

Table 4.7 The performance of keyword-spotting for different combination features (The 

Modern database) 
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Tables 4.4 to 4.7 illustrate that the suggested method by using the product (Prod) of the 

Chebychev-Cityblock distance metrics and the City-block-Chebychev distance metrics 

with CLBP and CRLBP features on the Bentham and Modern databases, respectively, 

exceeds the product (Prod) with Top 1 of 75.00% and mAP of 55.47% on the Bentham 

database and Top 1 of 14.29 % and mAP of 46.23% on the Modern database. These results 

support the efficacy of textural features with suitable combination schemes for keyword 

spotting in historical handwritten manuscripts. 

 Discussion 

Table 4.8 compares the proposed twelve-word query image method with the best systems 

offered to the ICFHR 2014 Keyword Spotting Competition. 

Methods Features mAP (%) 

Bentham 

Database 

Modern Database 

Proposed 

Method 

CLBP and 

CRLBP 

55.47 46.23 

Best system 

in [64] 

HOG and LBP 52.40 33.80 

Table 4.8 Comparing the proposed method's performance to the top-performing systems in 

the ICFHR 2014 

Table 4.8 shows how the proposed method performs better than the best system in [64] when 

utilizing additional textural features like HOG and LBP. It should nonetheless be mentioned that 

the features of the proposed method are taken from document images and do not require any 

preprocessing. 
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4.3.3 Experiment 03: Applied on the H-KWS 2014 database 

In the third and last experiment, we decided to check the effectiveness of the textual 

features, which are the oBIFs columns, the LBP, the LPQ features, and combined of the 

diverse features. The experimental study of the proposed technique is carried out on the 

ICFHR 2014 dataset for the Competition on Handwritten Keyword Spotting (H-KWS 

2014). Since we target a word-level approach, we have chosen the segmentation-based 

tracks from the competition, where two datasets (Bentham and Modern) are employed. 

 The oBIFs column feature 

When orientation is quantized by the parameter, which is fixed to 4, the oBIFs columns are 

produced with dimensions (5n+2)², i.e., 484. The oBIFs column features are created 

utilizing various values of the scale parameter σ   {1, 2, 4, 8, 16}, and the parameter ε is 

specified with a small value of 0.001. Finally, the generated feature vector is normalized. 

Figure 4.5 and Figure 4.6 present a summary of the findings from these experiments in 

the Bentham database and the modern handwriting database, respectively. It can be 

observed that the oBIFs column histograms for the scale parameter combinations σ = [8, 

16] and σ = [4, 16] outperform other configurations on the two databases, respectively. 
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Figure 4.5 The Bentham database’s matching rates for the proposed approach employing 

oBIFs column 

 

Figure 4.6 The Modern database’s matching rates for the proposed approach employing 

oBIFs column 
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 The LPB feature 

For the LBP feature, we vary the number of neighboring pixels (R) and the radius of the 

neighborhood (P) and study the evolution of performance. Figure 4.7 and Figure 4.8 

illustrate the effect of these parameters on the overall system performance for the two 

databases. While the performance varies for various combinations of P and R values for the 

Bentham database, it is relatively more stable for contemporary writings. 

We observe that the R = 8 and P = 4 values outperform the other configurations in the two 

databases. 

 

 

Figure 4.7 Performance of LBP features on the Bentham database for different 

combinations (P, R) 
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Figure 4.8 Performance of LBP features on the Modern database for different 

combinations (P, R) 

 

 The LPQ feature 

For the LPQ features, we calculate the descriptor by varying the local size of the window 

and evaluate the system using the query word images. The performance as a function of the 

window size is exhibited in Figure 4.9 and Figure 4.10 for the historical and modern 

samples, respectively. It is interesting to note that a similar trend is observed for both 

databases, where the performance gradually improves with the increase in the size of the 

window and then stabilizes, and the largest value in the window is w=37*37 in both 

databases.  
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Figure 4.9 Performance of LPQ features on the Bentham database as a function of window 

size 

 

Figure 4.10 Performance of LPQ features on the Modern writing samples as a function of 

window size 
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For matching the feature vectors of the two words being compared, in addition to the City-

block distance, we also evaluate the best-performing feature (f1) of the oBIFs column 

using various distance metrics. These contain the Euclidean distance, the Cosine distance, 

and the Correlation distance. 

The matching results are exhibited in Figure 4.11 and Figure 4.12, where observations 

indicate that the performance using the City-block distance outperforms other metrics. 

 

Figure 4.11 Performance of the proposed method using the best configuration of oBIFs 

column scheme with different distance metrics (The Bentham database) 
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Figure 4.12 Performance of the proposed method using the best configuration of oBIFs 

column scheme with different distance metrics (The Modern database) 

 

 The combination of oBIFs column and LPQ 

To raise the caliber of the outcomes achieved, we decided to combine the best features. 

A summary of the results of the top three best-performing features in addition to their 

combinations is presented in Table 4.9. The combination of the oBIFs column at σ =4 and 

σ = 16, the oBIFs column at σ =8 and σ =16, and LPQ at w = 37x37 reports the best 

performance, with Top 1 of 48.52% and mAP of 52.74% on the Bentham database and Top 

1 of 25.82 % and mAP of 34.01% on the Modern database. 
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Features 

 

Parameters 

 

Size 

Bentham Database Modern Database 

Matching rate (%) Matching rate (%) 

Top 1 Top 5 Top10 mAP Top 1 Top 5 Top 10 mAP 

 

f1 

oBIFs column at σ =4 

and σ =16, ε = 0.001 

 

484 

 

46.32 

 

46.55 

 

47.21 

 

49.20 

 

18.24 

 

25.91 

 

28.24 

 

31.15 

 

f2 

oBIFs column at σ =8 

and σ =16, ε = 0.001 

 

484 

 

46.83 

 

47.16 

 

49.12 

 

51.02 

 

16.78 

 

24.82 

 

27.10 

 

30.07 

f3 LPQ at w = 37x37 256 39.11 40.10 41.34 42.69 24.63 27.88 28.21 28.39 

Combination (f1, f2) 968 48.34 48.51 50.41 52.19 20.87 26.08 29.01 31.33 

Combination (f1, f2, f3) 1224 48.52 48.67 50.87 52.74 25.82 28.04 30.11 34.01 

Table 4.9 Results using the top three best-performing features in addition to their 

combinations 

 Discussion 

This section compares the proposed technique's performance to the most advanced 

approaches tested on the ICFHR 2014 Competition on Handwritten Keyword Spotting (H-

KWS 2014) database. We employ the same experimental protocol as that of the 

competition for an objective comparison. 

Table 4.10 presents the comparison results. It is evident that, out of all the methods 

mentioned, the proposed technique yields the greatest mAP value of 52.74% of the 

historical documents in the Bentham database. For the modern writing samples, though the 

performance is relatively low with respect to the best-reported results of the competition, it 

is comparable to other methods. However, it is pertinent to mention that our method does 

not require any size normalization. 
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Methods Features mAP (%) 

Bentham 

Database 

Modern 

Database 

Proposed  Method oBIFs column scheme 

and LPQ 

52.74 34.01 

Best system in 

[64] 

HOG and LBP 52.40 33.80 

Almazan et al. 

[64] 

HOG descriptors 51,30 52.30 

How. [64] Gaussian random-

walk deformation 

46,20 27.80 

Table 4.10 Performance comparison of the proposed method with the participating 

systems in the ICFHR 2014 Competition on Handwritten Keyword-Spotting 

 

4.3.4 Summarize the results 

This section summarizes our previous experiments in both the Bentham database and the 

Modern database. The following table presents the best results of the experiments (Table 

4.11). 
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Experiments Features Database mAP (%) 

Experiment 01 oBIFs Six-words queries in 

the Modern database 

76.86 

 

 

Experiment 02 

 

 

CLBP and CRLBP 

Twelve-words 

queries in the 

Modern database 

46.23 

Twelve-words 

queries in the 

Bentham database 

55.47 

Experiment 03 oBIFs column 

scheme and LPQ 

The Modern 

database 

34.01 

The Bentham 

database 

52.74 

Table 4.11 Our best experiment results 

 

 

We observe in Table 4.11 that the best results were obtained by the oBIFs column scheme 

and LPQ compared to other descriptors, whereas when checking oBIFs, CLBP, and 

CRLBP in a small database, they gave satisfactory results. 

 

 

4.4 Conclusion 

This chapter contains the tools that were utilized to execute the solutions that were 

submitted, as well as the databases that were utilized in the tests that were conducted to 

validate our approach. Subsequently, we showcased the approaches we had supplied and 

the outcomes of assessments of our approach's solutions. Ultimately, a comparative study 

between our approach and the related works showed that the proposed models concerning 

keyword spotting proved to be better suited. 
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Conclusion  

In recent years, the recovery of old documents has become an important issue for libraries 

and archive services, and new technologies have helped them through digitization. 

Therefore, it is necessary to develop applications to facilitate the use of these images. 

Keyword spotting in document images is among the most interesting applications, as it 

allows you to locate a query word in document images. It has become a broad research 

field that has resulted in a large number of research studies. There is an improvement in 

results, but there is no perfect solution to the problem of word detection in handwritten 

documents that achieves a 100% matching rate. For this reason, keyword spotting remains 

an open topic of research. 

A keyword spotting system undergoes various stages: preprocessing, segmentation, feature 

extraction, and matching. 

Throughout my years of research in this field, I have discovered that feature extraction and 

matching are two important steps for any keyword spotting system in documents. 

Therefore, in this thesis, we decided to concentrate on the feature extraction stage and 

determine the extent of the impact of textual features such as oBIFs, oBIFs column, LBP, 

LPQ, LDNP, CRLBP, and CLBP in this field. To match the words, we used several 

different metrics, including the City-block distance, the Correlation distance, the Euclidean 

distance, the Spearman distance, and the Cosine distance. 

In order to validate our system, an experimental study is carried out using the ICFHR 2014 

word spotting competition database, and promising results are reported in Precision at k 

(P@k), where the three values of k (1, 5, and 10) and the mean Average Precision (mAP). 

The first results obtained are encouraging and validate the effectiveness of textual features 

in the characterization of word images. The proposed method, when we combine the 

different texture features, gives the greatest mAP value of 52.74% of the historical 

documents in the Bentham database. For the modern database, though the performance is 

relatively low for the best-reported results of the competition, it is comparable to other 
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methods. However, note that we do not carry out any processing on the word images and 

that the features are directly extracted from the raw images. 

In our further research on this problem, we plan to study other textural features to 

determine the most proper textural features for this problem, and we also intend to employ 

feature extraction using deep convolutional neural networks. Furthermore, the current 

study's matching step is quite traditional, and we intend to improve the matching method 

by using a new distance metric. 
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ACRONYMS 

A 

Local Gray Level (ALG) 

Artificial Neural Network (ANN) 

Arabic Manuscripts from Harvard 

University (AH) 

Alvermann Konzilsprotokolle (AK) 

B 

Bag of Visual Words (BoVW) 

Botany (BOT) 

Barcelona Historical Handwritten 

Marriages databases (BH2M) 

C 

Complete Local Binary Patterns (CLBP) 

CLBP-Center (CLBP-C) 

CLBP-Sign (CLBP-S) 

CLBP-Magnitude (CLBP-M) 

Completed Robust Local Binary Pattern 

(CRLBP) 

 

 

Cairo Genizah (CG) 

D 

Derivative of Gaussian (DoG) 

Discrete Fourier Transform (DFT) 

Dynamic time warping (DTW) 

Document Specific Local Features 

(DSLF) 

Document-oriented local features (DoLF) 

G 

George Washington (GW) 

Gaussian mixture model (GMM) 

H 

Hidden Markov model (HMM) 

Histogram of Oriented Gradient (HOG) 

Hausdorff Edit Distance (HED) 

I 

International Conference on the Frontiers 

of Handwriting Recognition (ICFHR) 



 

 

K 

Keyword Spotting (KWS)      

  L 

Local Binary Patterns (LBP) 

Local Phase Quantization (LPQ) 

Local Directional Number Pattern 

(LDNP) 

Local Gradient Histogram (LGH) 

Local Proximity Nearest Neighbor 

(LPNN) 

Lord Byron (LB) 

M 

mean Average Precision (mAP) 

Multi instance Slective Matching 

(MISM) 

N 

Nearest Neighbor Search (NNS) 

O 

Optical Character Recognition techniques 

(OCR)   

oriented Basic Image Features (oBIFs)                       

P 

Precision at k (P@k) 

Pyramidal Histogram of Characters 

(PHOC) 

Parzival (PAR) 

Q 

Query-by-Example (QbE) 

Query-by-String (QbS) 

Qatar University Writer Identification 

(QUWI) 

R 

regions of interest (ROIs) 

S 

Short-Term Fourier Transform (STFT) 

Scale Invariant Feature Transform (SIFT) 

Speeded Up Robust Features (SURF) 

Support vector machine (SVM)  

 

 


