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ABSTRACT

This thesis seeks primarily to contribute to an attempt to understand the patterns we
see in nature, such as pigmentation in animals, branching in trees and skeletal struc-
tures, as well as how the vast range of patterns and structures emerge from an almost
uniformly homogeneous fertilized egg, through survey and study as well as improve a
number of mathematical models of reaction-di�usion of the type activator-inhibitor and
related systems. The main objective is to conduct mathematical analysis and numerical
simulations of the such models under two di�erent e�ects, the �rst one, is time-fractional
derivative instead of classical derivative; Where we have established algebraic conditions
for the asymptotic stability of time-fractional reaction-di�usion systems in these cases,
commensurate/incommensurate and linear/nonlinear. We have also presented in this
context, new predictor-corrector numerical schemes suitable for fractional di�erential
equations with/without delay and time-fractional reaction-di�usion systems. Numeri-
cal formulas are presented that approximate the Caputo as well as Caputo-Fabrizio and
Atangana-Baleanu fractional derivatives. In addition, a case study is considered where
the proposed schemes is used to obtain numerical solutions of the Gierer-Meinhardt
activator-inhibitor model with the aim of assessing the system’s dynamics. The second
one, is the e�ects of growth of spatial domain, evolving of domains was incorporated
into activator-inhibitor reaction-di�usion systems and others then the existence as well
as the asymptotic behavior of solutions is proved under certain conditions using Lya-
punov functionals combined with the regularization e�ect of the parabolic equation. To
con�rm and validate the analytical results, numerical simulations are employed.

Keywords Reaction-di�usion, activator-inhibitor models, existence of solutions, asymp-
totic stability, fractional calculus, evolving domains.
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Résumé

Cette thèse vise principalement à contribuer à une tentative de comprendre les mod-
èles que nous voyons dans la nature, tels que la pigmentation chez les animaux, la ram-
i�cation des arbres et les structures squelettiques, ainsi que la façon dont une grande
variété de modèles et de structures émergent d’un œuf fécondé presque homogène, par
le biais d’enquêtes et d’études ainsi que l’amélioration d’un certain nombre de modèles
mathématiques des systèmes réaction-di�usion de type activateur-inhibiteur et des sys-
tèmes associés. L’objectif principal est d’e�ectuer l’analyse mathématique et la simula-
tion numérique de ces modèles sous deux in�uences di�érentes, la première est la dérivée
fractionnaire au lieu de la dérivée classique par rapport au temps ; Où l’on établit des
conditions algébriques pour la stabilité asymptotique des systèmes de réaction-di�usion
dans ces cas, équivalentes/non-équivalentes et linéaires/non-linéaires. Nous avons égale-
ment présenté dans ce contexte, de nouveaux schémas numériques à prédiction-corrigée
adaptés aux équations di�érentielles fractionnaires avec/sans retard et aux systèmes de
réaction-di�usion incorporant la dérivée fractionnaire par rapport au temps. Des for-
mules numériques sont présentées qui ciblent plusieurs types de dérivés fractionnaires,
y compris Caputo ainsi que les dérivés Caputo-Fabrizio et Atangana-Baleanu. De plus,
une étude de cas particulière est considérée où les schémas proposés sont utilisés pour
obtenir des solutions numériques du modèle activateur-inhibiteur de Gierer-Meinhardt
dans le but d’évaluer la dynamique du système. Le second, ce sont les e�ets de la crois-
sance du domaine spatial, et l’évolution des domaines a été incorporée dans les sys-
tèmes de réaction-di�usion de type activateur-inhibiteur et autres, où l’existence des
solutions globales et leur comportement asymptotique sous certaines conditions ont
été démontrées à l’aide des fonctions de Lyapunov ainsi que l’e�et de régularisation
d’équation parabolique. Pour con�rmer et valider les résultats analytiques, des simula-
tions numériques sont utilisées.

Mots-clés: Réaction-di�usion, modèles activateur-inhibiteur, existence des solutions,
stabilité asymptotique, calcul fractionnaire, domaines évolutifs.



 

 ملخص

 

 

لى المساهمة في محاولة فهم الأنماط التي نراها في الطب   كياناتيعة، مثل التصبغ في الحيوانات، والتفرع في الأشجار والتسعى هذه الأطروحة في المقام الأول ا 

دراسة وكذلك تحسين عدد من النماذج صبة متجانسة تقريبًا، من خلال مسح و الهيكلية، وكذلك كيفية ظهور مجموعة واسعة من الأنماط والهياكل من بيضة م 

جراء التحليل الرياضي ومحاكاة نظمة ذات الصة.  الهد  الر والأ مثبط -الانتشار من نوع منشط-فاعلالرياضية الخاصة باأنظمة الت عددية لهذه يسي هو ا 

س تقرار جبرية للا شروط وضعتم المش تق كسري بدلًا من المش تق الكلاس يكي بالنس بة للزمن؛ حيث  يتمثل فيالأول التاأثير النماذج تحت تاأثيرين متلفين، 

-مططات رقمية جديدة للتنبؤ اقتراحتم أأيضًا في هذا الس ياق غير خطية  \غير متافةة وخطية\فةةت، متافي هذه الحالا الانتشار-المقارب لأنظمة التفاعل

تتضمن المش تق الكسري بالنس بة للزمن  يتم تقديم الصيغ  التي نتشارالا-بدون تاأخير وأأنظمة التفاعل\للمعادلات التفاضلية الكسرية مع المصحح مناس بة

بالا ضافة  Atangana-Baleanu و Caputo-Fabrizio وكذلك مش تقات Caputo أأنواع من المش تقات الكسرية نذكر منهاالعددية التي تس تهد  عدة 

لى ذلك، يتم النظر في دراسة حالة خاصة حيث يتم اس تخدام المخططات المقترحة للحصول على حلول    مثبط-لنموذج منشطعددية ا 

Gierer-Meinhardt ر المجالات في أأنظمة التفاعلتم دمج تطو  حيثأ ثار نمو المجال الماني،  يتمثل فيالثاني، التاأثير م  و بهد  تقييم ديناميكيات النظا- 

ثبات وجود الحلول الأبدية وسلوكها المقارب في ظل ظرو  معينة باس تخدام وظا ف فقد مثبط وغيرها،-نتشار من نوع منشطالا جنبًا  Lyapunov تم ا 

لى جنب مع  .صحة النتائج التحليلية يتم اس تخدام المحاكاة العددية لتاأكيد والتحقق من القطع المافئ  من نوعالتفاضلية الجز ية  عادلاتملل فعل الصاقة.تاأثير  ا 
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LIST OF NOTATIONS
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R The set of real numbers
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xT ∈RN The transpose of vector x ∈RN

Ω An open bounded subset of RN

C The set of complex numbers

f ? g Convolution product of functions f and g

l .c.m Least common multiple
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Symbol/Notaion Descreption

g .c.d Greatest common divisor

D(A) The Domain of an operator A

M−1 The inverse of a matrix M

Tr (M) The trace of a matrix M

det(M) The determinant of a matrix M

MT The transpose of a matrix M

Re(z) The real part of a complex number z

arg(z) The argument of a complex number z
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∂xk
The partial derivative of g :RN −→R with respect to xk
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(
∂g
∂x1

, . . . , ∂g
∂xN

)
The Nabla operator of a function g :RN −→R

∆g =
N∑

k=1

∂2

∂x2
k

g The Laplacian of a function g :RN −→R

C (Ω) The space of continuous functions on Ω

Ck (Ω), k ∈N The space of continuously k-di�erentiable functions on Ω

Lp (Ω) Lebesgue spaces (where, 1 ≤ p ≤∞) on Ω

Wk,p (Ω) Sobolev space (where, 1 ≤ p ≤∞, k ∈N0) on Ω

Hk (Ω) Sobolev space (where, p = 2, k ∈N0) on Ω

[X ]m The multiplication m-times of Banach space X .
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INTRODUCTION xiv

INTRODUCTION

In many real-world systems, explaining how spatial patterns emerges from homo-
geneity as well as spread of epidemics (see Figure 1 and Figure 2) are key questions.

Figure 1: From a fertilized egg (almost homogeneous) to an elegant body (cf. [99]).

With the beginning of the �fties of the last century Alan Turing provide a sophisti-
cated explanation for this phenomenon through his pioneering scienti�c paper (cf. [104])
entitled: "The chemical basis of morphogenesis". Turing proposed that the patterns we
see during embryonic development are caused by morphogens, which are biochemicals
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Figure 2: Patterns in living things pigmentation as well as transmission of epidemics.

that have a spatial pre-pattern. Cells would then di�erentiate in a threshold-dependent
manner in response to this pre-pattern, precisely, the reason behind these patterns is
di�usion-driven instability in reaction-di�usion system (cf. [73, 74, 83]). This means that
an ODE system that is asymptotically stable but becomes unstable with the inclusion of
the Laplacian denoting spatial di�usion. Since then, this elegant idea has received great
attention from the research community in the �elds of mathematics, biology, chemistry
and many more. Depending on the signs of the Jacobian matrix considered as the approx-
imation of nonlinearities (reaction kinetics) at the the equilibrium point of model, these
Turing systems can be classi�ed into two main types: activator-inhibitor and positive
feedback. In this thesis, we are interested in activator-inhibitor systems. At least case
with two interacting substances, this means that one of the substances acts as an activa-
tor enforcing the formation of itself along with the second substance. On the other hand,
the second substance acts as an inhibitor preventing the formation of both substances.
Such systems include the well-known Gierer-Meinhardt system [2, 42], the Lengyel-
Epstein system [1, 57], the Brusselator system [87], and the Schnakenberg system [97].
This thesis is divided in four chapters, as follows:

Chapter 1: In this chapter, we provide some of the basic terminology as well as some
preliminary de�nitions for fractional calculus, semigroup theory, unbounded operators,
and formulas that will be important in the next chapters.

Chapter 2: Our aim in this chapter is to establish su�cient conditions for the asymp-
totic stability of generic time-fractional reaction-di�usion systems, which to the best of
the authors’ knowledge has not been investigated wholly in the literature. We present
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the derived stability criteria for commensurate and incommensurate, linear time-fractional
reaction-di�usion systems, as well as we deal with the stability of nonlinear systems. In
addition, two numerical examples with di�erent parameter sets are presented to illus-
trate the derived theoretical conditions.

Chapter 3: This chapter is divided in three sections. In the �rst section, we have
employed two/three step �rst/second order Newton polynomial interpolation to derive
two new methods suitable for solving fractional di�erential equations with several def-
initions of the fractional derivative. The �rst method is an improved version of the
Newton interpolation based Atangana–Seda scheme, which has attracted the attention
of several researchers in the short time since its appearance. In our improved version,
we take into account previously neglected terms and show that the corresponding per-
formance improvement is worth the e�ort. The second proposed method is of the pre-
dictor corrector type which uses the improved Atangana–Seda scheme as the predictor
step. Numerical formulas are derived based on the new methods for three di�erent types
of derivatives, namely: the Caputo, Caputo–Fabrizio, and Atangana-Baleanu fractional
derivatives. The e�ectiveness of the proposed methods is demonstrated by means of
various numerical examples in which we attempt to obtain accurate approximate solu-
tions for complex systems. In these worked examples, we start with some simple sin-
gle equations extracted from the literature and end with the well established realistic
Gierer-Meinhardt model describing the morphogenesis process. In the second section,
we derived a numerical approximation to the variable-order fractional delay di�erential
equations with multiple lags, based on Adams-Bashforth-Moulton method. The detailed
error analysis of the numerical method was studied under a speci�c condition on the
non linear term. Numerical examples showed the e�ciency of the suggested scheme.
In the third section, we propose a numerical method for solving time fractional order
reaction-di�usion system. The numerical method are obtained considering the Method
of Lines (MOL) approach, the partial derivatives with respect to the spatial variables are
discretized to obtain a system of ODEs with respect to the time variable and then our
schemes and then our schemes mentioned in the previous sections in the current chapter
can be used to solve this fractional di�erential systems. This method is compared with
the �nite di�erence method applied to a speci�c time-fractional Schnakenberg-reaction-
di�usion model.

Chapter 4: This chapter is divided in three sections. In the �rst section, we give a
positive answer to the open question about the global existence, uniqueness and uni-
form boundedness of solution of Gierer-Meinhardt system on a class of spatially lin-
ear isotropically evolving domain. In the second section, we prove the global existence,
uniqueness and uniform boundedness of solutions for a class of weakly coupled reaction-
di�usion systems on domains with unbounded growth, and nonlinearities of exponential
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growth. We will also show that under certain conditions on growth of domain, we get the
global asymptotic stability of such systems. To our best knowledge, this results seems
to be the �rst attempt to consider the nonlinearities of exponential growth in reaction-
di�usion systems on the time varying domains. In the third section, we present a uniform
boundedness of solutions for reaction-di�usion systems thus the existence of global so-
lutions on isotropic time-dependent domains and reaction functions are growing faster
than an exponential function respect to the second unknown function. Moreover, we ex-
hibit on a class of time-dependent spatial domains, the global stability of trivial solution
of the proposed systems.



CHAPTER

1

PRELIMINARIES AND BACKGROUND

This chapter collects some fundamental results and notations that will be utilized
throughout this thesis.
This chapter is divided into four sections: In the �rst section, we review several funda-
mental concepts of fractional calculus. In the second section, we mention some basic
concepts of semigroups and present their most important properties that will be used
later. In the second section, we outline the basic steps for obtaining a mathematical
model of real phenomena, more speci�cally when the latter includes systems composed
of of chemical compounds, population density, . . . etc, where the sub-sections will re-
spectively assign the modeling of biochemical, population phenomena, . . . etc, in a �xed
bounded domain evolved bounded domain. In the fourth part, we provide the most
important known results concerning the local and global existence and uniqueness of
classical solutions of reaction-di�usion systems as well as comparaison principle.

1
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1.1 Fractional calculus

Throughout this section, we have relied on several references (see e.g. [51, 59, 60, 61, 69,
70, 86, 95, 96]).

1.1.1 Some useful special functions for fractional calculus
In this part, we present two main functions for fractional calculus. We de�ne Euler’s
Gamma function and Beta function, then we introduce some properties related to these
functions.

Gamma function

De�nition 1.1.1. Let α> 0, the Gamma function Γ(α) is de�ned by the following
Euler integral:

Γ (α) =
∫ +∞

0
e−s sα−1 d s. (1.1)

It is clear that the Gamma function is well-de�ned through the convergence of integral
(1.1). In the following, we collect the most important properties of the Gamma function:

Proposition 1.1.1. Let α> 0, we have

1. Γ(α) > 0.

2. The Gamma function Γ(α) is continuous.

3. Γ(α+1) = αΓ(α).

4. Γ(n +1) = n!, for all n ∈N0.

Beta function
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De�nition 1.1.2. Let α,β> 0, the Beta function B(α,β) is de�ned by the follow-
ing integral:

B
(
α,β

)= ∫ 1

0
sα−1(1− s)β−1 d s. (1.2)

In the following, we enumerate the most important properties of the Beta function:

Proposition 1.1.2. Let α,β> 0, we have

1. B
(
α,β

)= B
(
β,α

)
.

2. B
(
α,β

)= Γ(α)Γ(β)

Γ(α+β)
(where Γ(.) is the Gamma function).

3. B
(
α,β

)= β−1

α+β−1
B

(
α,β−1

)
, for all β> 1.

1.1.2 Fractional integrals

De�nition 1.1.3. The left-sided α–order Riemann–Liouville fractional integral
of a function f (t ) is de�ned as

0Iαt f (t ) = 1

Γ (α)

∫ t

0
(t − s)α−1 f (s)d s, (1.3)

where α> 0.

De�nition 1.1.4. Let f ∈ C ([0,T]), α(t ) > 0, and T > 0, the left-sided Riemann-
Liouville variable-order integral is de�ned as follows:

0Iα(t )
t f (t ) = 1

Γ(α(t ))

∫ t

0
(t −η)α(t )−1 f (η)dη, t > 0. (1.4)

De�nition 1.1.5. The left-sided Caputo-Fabrizio fractional integral of a function
f (t ) is de�ned as

CF
0 Iαt f (t ) = 1−α

M(α)
f (t )+ α

M(α)

∫ t

0
f (s)d s, (1.5)
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where α ∈ (0,1), and M(α) is a normalization function satisfying M(0) = M(1) = 1.

De�nition 1.1.6. The left-sided Atangana-Baleanu fractional integral of a func-
tion f (t ) is de�ned as

AB
0 Iαt f (t ) = 1−α

AB(α)
f (t )+ α

AB(α)Γ(α)

∫ t

0
f (s) (t − s)α−1 d s, (1.6)

where α ∈ (0,1), and
AB(α) = 1−α+ α

Γ(α)
. (1.7)

De�nition 1.1.7. The convolution kernel of order α> 0 for fractional integrals
is denoted by Yα(t ) and de�ned as

Yα (t ) := tα−1+
Γ(α)

∈ L1
loc

(
R∗
+
)

,

where

tα−1
+ =


tα−1 if t > 0,

0 if t É 0.

Remark 1.1.1. Yα has convolution property (i.e. Yα?Yβ ≡ Yα+β, for all α,β> 0), indeed

(Yα?Yβ)(t ) = 1

Γ(α)Γ(β)

∫ t

0
(t −τ)α−1τβ−1 dτ

= B(α,β)

Γ(α)Γ(β)
tα+β−1
+

= 1

Γ(α+β)
tα+β−1
+

= Yα+β(t ). (1.8)

The above result was obtained by change of variables and the property 2 from Proposi-
tion 1.1.2.

Remark 1.1.2. We suppose that the function f has some regularity (continuous,
L1

loc

(
R∗+

)
, causal function); The left-sided α–order Riemann–Liouville fractional integral
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(1.3) can be rewritten as follows:

0Iαt f = D−α
0,t f := Yα? f , (1.9)

where α> 0.

Remark 1.1.3. Thanks to the Remark 1.1.1 and Remark 1.1.2, yields:

0Iαt 0Iβt = D−α
0,t D−β

0,t =0 Iα+βt = D−α−β
0,t , (1.10)

where α,β> 0.

1.1.3 Fractional derivatives

De�nition 1.1.8. The left-sided α–order Caputo fractional derivative of a func-
tion f (t ) is de�ned as

CDα
0,t f (t ) =


RLIn−α

0,t

{
d n

d t n
f (t )

}
, if n −1 < α< n ∈Z+,

d n

d t n
f (t ) , if α= n ∈Z+.

(1.11)

Remark 1.1.4. According to the De�nition 1.1.3, then the left-sided α–order Caputo
fractional derivative of a function f (t ) can be expressed by the following explicit form:

CDα
0,t f (t ) = 1

Γ (n −α)

∫ t

0
(t − s)n−α−1 d n

d sn
f (s)d s, for n −1 < α< n, (1.12)

where n ∈Z+.

De�nition 1.1.9. Let f ∈ C1 ([0,T]), T > 0, 0 < α(t ) É 1 and be continuous, the
left-sided Caputo variable-order derivative is de�ned as follows:

CDα(t )
0,t f (t ) =


0I1−α(t )

t

{
d

d t
f (t )

}
, if 0 < α(t ) < 1,

d

d t
f (t ) , if α(t ) = 1.

(1.13)
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De�nition 1.1.10. Let f ∈ C1 ([0,T]), T > 0, and α ∈ (0,1). The left-sided Caputo-
Fabrizio fractional derivative of a function f (t ) is de�ned as

CFDα
0,t f (t ) = M(α)

1−α
∫ t

0

d

d s
f (s)exp

(
−α(t − s)

1−α
)

d s. (1.14)

De�nition 1.1.11. Let f ∈ C1 ([0,T]), T > 0, and α ∈ (0,1). The left-sided
Atangana-Baleanu fractional derivative in the Caputo sense of a function x(t ) is de-
�ned as

ABCDα
0,t f (t ) = AB(α)

1−α
∫ t

0

d

d s
f (s)Eα

(
−α(t − s)α

1−α
)

d s, (1.15)

where Eα(z) is the Mittag-Le�er kernel function of order α de�ned as

Eα(z) =
∞∑

k=0

zk

Γ(αk +1)
, (1.16)

for α> 0 and z ∈C.

De�nition 1.1.12. The generalized function in the sense of Schwartz corre-
sponding to Yα (t ) is denoted by Y−α(t ) and satis�es the convolution

Y+α?Y−α = δ,

where δ is the Dirac distribution. Note that δ here constitutes the neutral element of
the convolution operation.

De�nition 1.1.13. The generalized fractional derivative with order α > 0 of a
function or distribution f is de�ned as

GDα
0,t f = Y−α? f .

The most important properties of the fractional integral/derivative that will be useful
later are listed below.
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Proposition 1.1.3. Let α,β> 0, we have

1.
GDα

0,t
GDβ

0,t =G Dα+β
0,t . (1.17)

2. For f ∈ C1 ([0,T]) with T > 0, and α+βÉ 1, then

CDα
0,t

CDβ
0,t f (t ) =C Dα+β

0,t f (t ). (1.18)

3.
D−α

0,t
GDα

0,t f (t ) = GDα
0,t D−α

0,t f (t ) = f (t ). (1.19)

4. For n −1 < αÉ n ∈Z+, and f (n) ∈ L1
l oc (R∗+), then

CDα
0,t f (t ) = GDα

0,t f (t )−
n−1∑
j=0

f ( j )(0)Y1+ j−α(t ). (1.20)

Remark 1.1.5. For the property 2 in Proposition 1.1.3 the condition α+β É 1 is
important, we give a counterexample if this condition is not satis�ed:
Let 0 < α,β< 1 with α+β> 1, and f (t ) = t with t > 0, then we have

CDβ
0,t

CDα
0,t f (t ) = t 1−α−β

Γ(2−α−β)
> 0, for t > 0, (1.21)

on the other hand, we have

CDα+β
0,t f (t ) = 1

Γ(2−α−β)

∫ t

0
(t − s)1−α f (2)(s)d s = 0. (1.22)

1.2 Semigroup and their properties

Throughout this part, we denote by X a real or complex Banach space provided with
the norm ‖.‖X , B(X ) the Banach algebra of bounded linear operators on X , and I the
identity operator in B(X ). We have relied on several references (see e.g. [7, 11, 12, 13,
23, 107]).
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De�nition 1.2.1. ([23]) A family {T (t )}t∈R+ ⊂ B(X ) is called a C0-semigroup
(or strongly semigroup) in X , if it satis�es:

i) T (t + s) =T (s)T (t ) for all t , s ∈R+,

ii) T (0) =I ,

iii) lim
t−→> 0

‖T (t )x −x‖X = 0 for all x ∈X .

De�nition 1.2.2. Let di > 0 for each i = 1, . . . ,N. We de�ne operators Λi , as
follows

Λiψ= di∆ψ f or ψ ∈ H2
ν(Ω),

where

H2
ν(Ω) :=

{
ψ ∈ H2(Ω)| ∂ψ

∂ν = 0 on ∂Ω

}
= D(Λi ).

De�nition 1.2.3. ([107]) Let αi ∈ (0,1), for i ∈ {1, . . . ,N}, we de�ne the operator
families

{
Sαi (t )

}
tÊ0, and

{
Pαi (t )

}
tÊ0 by

Sαi (t ) =
∫ ∞

0
Φαi (σ)Ti (σtαi )dσ,

Pαi (t ) = αi

∫ ∞

0
σΦαi (σ)Ti (σtαi )dσ,

(1.23)

where {Ti (t )}tÊ0 is the semigroup generated by −Λi and Φαi (σ) is the probability
density function de�ned on R∗+ by

Φαi (σ) = 1

π

∞∑
n=1

(−σ)n

Γ(n)
Γ(nαi )si n(nπαi ).

Lemma 1.2.1. ([7]) When t > 0, α ∈ (0,1) and u ∈ C(Ω), we have

1. ‖Sα(t )u(t )‖∞ É ‖u(t )‖∞,
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2. ‖Pα(t )u(t )‖∞ É 1
Γ(α) ‖u(t )‖∞.

1.3 Derivation of mathematical models

In this part, we present how to model phenomena that depend on kinetics and di�usion
(espectially, chemical reactions) on �xed as well as moving (time-dependent, evolving)
spacial domains, by applying a set of physical laws.

1.3.1 Reaction-di�usion equations on static spacial domains
Since in this thesis we deal with mathematical reaction-di�usion systems, we outline the
derivation of the reaction-di�usion equations on static spatial domain. Let

u(x, t ) = (u1(x, t ),u2(x, t ), . . . ,um(x, t ))T ,

be a vector of (chemical concentractions, ions, population densities, etc.) of species Ui

(i = 1, . . . ,m) at a position x = (x1, . . . , xN)T ∈ Ω ⊂ RN (Ω is bounded, simply connected
and smooth) and at a time t ∈R+. We denote by Ji (i = 1, . . . ,m) by the �ux of species Ui

and fi by its net production rates. Due to the law of conservation of mass1, we get

d

d t

∫
Ω

ui =−
∫
∂Ω

Ji .ν+
∫
Ω

fi , (i = 1, . . . ,m), (1.24)

where ν is the unit outward normal to ∂Ω. Then, (1.24) reads (chemical viewpoint), the
rate of change of a chemical concentraction ui in an arbitrary domain Ω is equal to the
sum of the net �ux of the chemical concentraction through the boundary of the domain
Ω (i.e. ∂Ω) and the net production fi of the chemical concentraction within the domain
Ω. According to the divergence theorem2, (1.24) becomes:

d

d t

∫
Ω

ui =−
∫
Ω
∇.Ji +

∫
Ω

fi , (i = 1, . . . ,m). (1.25)

1The law of conservation of mass states that (in physics and chemistry) for any system closed to
all transfers of matter and energy, the mass is neither created nor destroyed.

2The divergence theorem: If F is a continuously di�erentiable vector �eld de�ned on a neighbor-
hood of Ω, then: ∫

∂Ω
F .ν=

∫
Ω
∇.F
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The di�erential operator and integral can be interchanged because the spacial do-
main Ω is independant of temporal variable t , then (1.25) leads to the following:∫

Ω

(
∂ui

∂t
+∇.Ji − fi

)
= 0, (i = 1, . . . ,m). (1.26)

Since the integration in (1.26) holds on arbitrary (bounded, simply connected) do-
main Omega, and the integrand is continuous, thus

∂ui

∂t
=−∇.Ji + fi , (i = 1, . . . ,m). (1.27)

The �uxes Ji and the functions fi must now be modeled by adequate and constitutive
laws. When the transport of mass is only related to di�usion, in 1855 a simple model
was introduced by A. Fick [37]. According to Fick’s law the �ux Ji is proportional to the
gradient of concentration ui and given by:

Ji =−di∇ui (x, t ), (i = 1, . . . ,m), (1.28)

where di > 0. Based on (1.27) and (1.28), we get

∂ui

∂t
= di∆ui + fi , (i = 1, . . . ,m), (1.29)

for each i = 1, . . . ,m, the functions fi := fi (x, t ,u(x, t )) (the dependence on u(x, t ) being
often nonlinear) can be obtained by using the law of mass action3 or by observations
and experimental methods.

In order to the well-de�ned of di�erential problem we need to specify initial condi-
tions and boundary conditions. The most common boundary conditions are homoge-
neous Neumann boundary conditions (zero-�ux), which gives by the following mathe-
matical expression:

∂ui

∂ν
:= ν.∇ui = 0, (i = 1, . . . ,m). (1.30)

Hence, a system expresses reaction-di�usion of m-species (2 É m ∈N) on static do-
main Ω, as follows:

∂ui

∂t
−di∆ui = fi (x, t ,u) in Ω×R∗+, i = 1, . . . ,m,

∂ui

∂ν
= 0 on ∂Ω×R∗+, i = 1, . . . ,m,

ui (x,0) = u0i (y) on Ω, i = 1, . . . ,m,

(1.31)

3The law of mass action states that the rate of the chemical reaction is directly proportional to the
product of the activities or concentrations of the reactants.
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1.3.2 Reaction-di�usion equations on evolving spacial domains
Throughout this subsection, We have relied on several references (see e.g. [15, 64]).
Consider a simply connected, bounded, time-dependent domain Ωt ⊂ RN (N ≥ 1) with a
moving boundary ∂Ωt that is smooth (t ∈ [

0, t̃
]
, t̃ > 0). The domain Ωt can be mapped

into a static reference domain Ω0 by using a Ck-di�eomor�sm (k ≥ 2) ρt :Ω0 →Ωt , i.e.,
for each x := x(t ) ∈Ωt there exists y ∈Ω0 such that (see Figure 1.1):

x = ρt (y). (1.32)

Figure 1.1: Di�eomorphism ρt between evolving domain Ωt and static domain Ω0.

Moreover, the di�eomor�sm ρt is assumed to be a C2 function with respect to t . The
change in the volume of domain Ωt generates a �ow of velocity denoted by

ϑ (x, t ) = ϑ(
ρt (y), t

)
:= ∂ρt (y)

∂t
, x ∈Ωt , y ∈Ω0. (1.33)

In the following, we need the following result:

∂Ξ(y, t )

∂t
= (∇.ϑ

(
ρt (y), t

))
Ξ(y, t ), (1.34)

where Ξ(y, t ) denotes the determinant of the Jacobian J (y, t ) = Dρt (y) of the di�eomor-
phism ρt (i.e. Ξ(y, t ) = det

(
J (y, t )

)
).

After this con�guration, we are now ready to begin the process of deriving the equa-
tions of reaction-di�usion on time-dependant domain. As in the previous section, let

u(x, t ) := (u1(x, t ),u2(x, t ), . . . ,um(x, t ))T ,

be a vector of (chemical concentractions, ions, population densities, etc.) of species Ui

(i = 1, . . . ,m) at a position x := x(t ) = (x1(t ), . . . , xN(t ))T ∈Ωt ⊂ RN and at a time t ∈ R+.
We denote by Ji (i = 1, . . . ,m) by the �ux of species Ui and fi by its net production
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rates. According to the law of conservation of mass and divergence theorem with time-
dependant domain, we get

d

d t

∫
Ωt

ui =−
∫
Ωt

∇.Ji +
∫
Ωt

fi , (i = 1, . . . ,m). (1.35)

Unlike the static domain, in this case the di�erential operator cannot be pass through
integration on a time-dependant domain. We deal with the left side of (1.35) separately,
for each i = 1, . . . ,m, we have

d

d t

∫
Ωt

ui (x, t ) = d

d t

∫
Ω0

ui (ρt (y), t )Ξ(y, t )

=
∫
Ω0

d

d t

(
ui (ρt (y), t )Ξ(y, t )

)
=

∫
Ω0

Ξ(y, t )
dui (ρt (y), t )

d t
+ui (y, t )

∂Ξ(y, t )

∂t
, (1.36)

thanks to (1.33), (1.34) and di�erentiation rules, for each i = 1, . . . ,m, we obtain

d

d t

∫
Ωt

ui (x, t ) =
∫
Ω0

[
dui (ρt (y), t )

d t
+ui (∇.ϑ)

]
Ξ

=
∫
Ω0

[
dui (ρt (y), t )

d t
+ui (∇.ϑ)

]
Ξ

=
∫
Ω0

[
∂ui

∂t
+ ∂ρt (y)

∂t
.∇ui +ui (∇.ϑ)

]
Ξ

=
∫
Ωt

∂ui

∂t
+ϑ.∇ui +ui (∇.ϑ)

=
∫
Ωt

∂ui

∂t
+∇. (uiϑ) . (1.37)

The equality (1.37) is known by Reynolds transport theorem. Now, by combaining (1.35)
and (1.37), we get

∫
Ωt

(
∂ui

∂t
+∇. (uiϑ)+

∫
Ωt

∇.Ji − fi

)
= 0, (i = 1, . . . ,m). (1.38)

By completing as in the previous sub-section (reaction-di�usion system on static
domain), we reach to the �nal equations of reaction-di�usion (taking into account the
homogeneous Neumann boundary conditions) on time-varying domain:
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∂ui

∂t
+∇. (uiϑ)−di∆ui = fi (x, t ,u) in Ωt ×R∗+, i = 1, . . . ,m,

∂ui

∂ν
= 0 on ∂Ωt ×R∗+, i = 1, . . . ,m,

ui (x,0) = u0i (y) on Ω0, i = 1, . . . ,m.

(1.39)

1.4 Some basic results about reaction-di�usion equa-
tions

In this section, we will present the most important �ndings about reaction-di�usion
systems (1.31), represented in local existence & uniqueness of solution, comparaison
principle, and positivity of solution.

1.4.1 Local existence of solutions
The following basic assumptions on system (1.31) are assumed to hold:

(BA1) f = ( fi )m
i=1 :Ω×R+×Rm+ −→Rm is locally Lipschitz in each variable.

(BA2) u0 = (u0i )m
i=1 ∈ L∞ (Ω;Rm).

Before declaring the main result in this sub-section we will need this de�nition (see [82]):

De�nition 1.4.1. A function u := (u1, . . . ,um) is a classical solution to (1.31) on
(0,T) if, for i = 1, . . . ,m, we have:

ui ∈ C2,1
(
Ω× (0,T)

)⋂
C

(
[0,T);L∞(Ω)

)
,

and u satis�es (1.31).

The local existence of solution of system (1.31) follows from classical results, as fol-
lows:

Theorem1.4.1. ([48, 92]) Suppose that (BA1)-(BA2) hold. Then the system (1.31)
admits a unique, classical solution on Ω× [0,Tmax) where 0 < Tmax É∞. Moreover,

if Tmax <+∞, then lim
t→Tmax

m∑
i=1

‖ui (., t )‖L∞(Ω) =+∞. (1.40)
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Remark 1.4.1. Thanks to (1.40), to prove global existence (i.e. Tmax = +∞) of
classical solution for system (1.31), it is su�cient to get that:

∀t ∈ [0,Tmax) ,
m∑

i=1
‖ui (., t )‖L∞(Ω) ≤G (t ), (1.41)

where G ∈ C (R+;R+), and is nondecreasing function.

1.4.2 Comparaison principle and positivity of solutions
First, we will present an important theorem that helps in obtaining initial estimates for
solutions of reaction-di�usion systems, known as the comparaison principle:

Theorem 1.4.2. ([92]) Let T > 0, if the functions

u := (u1, . . . ,um), v := (v1, . . . , vm) ∈
[

C2,1
(
Ω× (0,T)

)]m
, (1.42)

satisfy

∂ui

∂t
−di∆ui − fi (x, t ,u) ≤ ∂vi

∂t
−di∆vi − fi (x, t , v), in Ω× (0,T), i = 1, . . . ,m,

(1.43)

u0i (x) ≤ v0i (x) , in Ω, i = 1, . . . ,m, (1.44)

∂ui

∂ν
= ∂vi

∂ν
= 0, on ∂Ω× (0,T), i = 1, . . . ,m. (1.45)

Then

ui (x, t ) ≤ vi (x, t ) , in Ω× (0,T], i = 1, . . . ,m. (1.46)

Since the properties of chemical concentration, density of population, number of
individuals, . . . ect, are positive quantities (either in the initial stage or after a period of
time), then we need to elicit this property in system (1.31). Before showing the positivity
of solution of (1.31), we need the following precondition:

De�nition 1.4.2. (Quasi-positive function) The nonlinearity f = ( fi )m
i=1 (in

system (1.31)) is called quasi-positive if satis�es:

∀u = (u1, . . . ,um) ∈Rm+ , ∀i = 1, . . . ,m, fi (u1, . . . ,ui−1,0,ui+1, . . . ,um) ≥ 0. (1.47)
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According to the comparaison principle and the precondition stated above, we get
the following result about positivity of solution for system (1.31).

Corollary 1.4.1. ([85]) Suppose that (BA1)-(BA2) hold, moreover, the nonlin-
earity f = ( fi )m

i=1 is quasi-positive. Then the system (1.31) admits a unique, classical
solution on Ω× [0,Tmax) where, for i = 1, . . . ,m

∀x ∈Ω, u0i (x) ≥ 0 =⇒∀(x, t ) ∈Ω× [0,Tmax), ui (x, t ) ≥ 0. (1.48)

1.4.3 Global existence of solutions for reaction-di�usion equa-
tions

Consider the initial-boundary value problem (semilinear parabolic equation):

∂u

∂t
−d∆u = f (x, t ,u) in Ω×R∗+,

∂u

∂ν
(x, t ) = 0 on ∂Ω×R∗+,

u (x,0) = u0(x) in Ω.

(1.49)

Where Ω⊂ RN (Ω is bounded, simply connected and smooth), and d > 0. Furthermore,
we assume:

(LEA1) f :Ω×R∗+×R−→R is locally Lipschitzian function of all its arguments.

(LEA2) u0 ∈ C
(
Ω

)
.

Under the above assumptions (LEA1)-(LEA2), The problem (1.49) admits a unique
classical solution on Ω× [0,Tmax) where 0 < Tmax É ∞. Moreover, we have the same
characterization of Tmax (see (1.40) with m = 1, and u ≡ u1).
In light of the Remark 1.4.1, we conclude that the assumptions (LEA1)-(LEA2) are not
enough to guarantee the global existence of solution for (1.49). Indeed, this is what the
following example shows:
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Example 1.4.1. Let the initial-boundary value (special case of problem (1.49)):

∂u

∂t
−∆u = u2 in Ω×R∗+,

∂u

∂ν
(x, t ) = 0 on ∂Ω×R∗+,

u (x,0) = u0(x) in Ω.

(1.50)

Where u0 ∈ C
(
Ω;R+

)
, then the assumptions (LEA1)-(LEA2) hold. Furthermore, we as-

sume that ∫
Ω

u0(x)d x > 0. (1.51)

Thus, the problem (1.50) has a unique nonnegative classical solution on Ω× [0,Tmax).
On the other hand, integrating the �rst equation of (1.50) with respect to the spatial

variable, we obtain
d

d t

∫
Ω

u(x, t )d x =
∫
Ω

u2(x, t )d x, (1.52)

by means the Holder’s inequality, we get

d

d t

∫
Ω

u(x, t )d x =
∫
Ω

u2(x, t )d x ≥ 1

|Ω|
(∫
Ω

u(x, t )d x

)2

. (1.53)

The solution of the di�erential inequality (1.53) has the following form:∫
Ω

u(x, t )d x ≥ C |Ω|
|Ω|−C t

, (1.54)

where C :=
∫
Ω

u0(x)d x. Hence

lim
t→ |Ω|

C

∫
Ω

u(x, t )d x =+∞. (1.55)

Thus, the solution of (1.50) blow-up (does not global) in the �nite time Tmax := |Ω|
C

.

Based on the foregoing, it is clear that conditions must be posed on the inputs of
the problem (1.49) in order to ensure the global existence of solution. This is what the
following theorem addresses:
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Theorem 1.4.3. ([44, 46, 56, 92]) Suppose that (LEA1)-(LEA2) hold. Moreover,
we assume for p > N

2 ,

f (x, .,u) ∈ L∞ ((0,Tmax);Lp (Ω)) , ∀(x,u) ∈Ω×R. (1.56)

Then, the unique solution of (1.49) exists globally (i.e. Tmax =+∞).

Remark 1.4.2. Practically, to deal with the system (1.31) we need to deal separately
with m-initial-boundary value problems as in (1.49).

Remark 1.4.3. To get the condition (1.56), priori estimates on (1.31) (taking into
account the Remark 1.4.2) can be used, or a suitable Lyapunov function4, . . . etc.

1.5 General Activator-inhibitor model

Consider a 2-species in reaction-di�usion system (1.31) (i.e. m = 2):

∂u

∂t
= du∆u + f1(u, v), ∂v

∂t
= dv∆v + f2(u, v). (1.57)

Assume there exists a constant steady-state Eeq := (ueq , veq ),

f1(ueq , veq ) = f2(ueq , veq ) = 0.

The Jacobian of the system (1.57) at Eeq is de�ned by:

J|Eeq =

J11 J12

J21 J22

 :=


∂ f1

∂u

∣∣∣∣
Eeq

∂ f1

∂v

∣∣∣∣
Eeq

∂ f2

∂u

∣∣∣∣
Eeq

∂ f2

∂v

∣∣∣∣
Eeq

 .

We say that the reaction di�usion system is the inhibitory activator system if the
coe�cients of its Jacobian matrix have the following relationships:

J11J22 < 0, J12J21 < 0. (1.58)
4Lyapunov functional associated with system (1.31): It is each function L :R+ −→R+, satis�es

d

d t
L (u(., t )) ≤ 0, ∀(t ,u) ∈R∗+×Rm+ .
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The corresponding species that achieves Ji i > 0, (Ji i < 0) for i = 1,2, is called activator
(inhibitor), respectively.

Example 1.5.1. The Schnakenberg model is a simple system of reaction-di�usion
equations occurring in chemical kinetics and biological processes. It was �rst proposed
by Schnakenberg in 1979 (cf. [97]). The Schnakenberg chemical reaction can be repre-
sented by the following mechanism:

A
k1


k−1

U, B
k2→ V, 2U+V

k3→ 3U, (1.59)

where A, B, U and V are chemical reactants and products. The steps in (1.59) yield the
nondimensionalized Schnakenberg reaction-di�usion system:

∂u

∂t
−d1∆u = a −u +u2v =: f1(u, v), x ∈Ω, t > 0,

∂v

∂t
−d2∆v = b −u2v =: f2(u, v), x ∈Ω, t > 0.

(1.60)

Subject to the homogeneous Neumann boundary conditions and initial data. In this
system, the reactions occur in a domain Ω ⊂ RN (with N ∈ N∗), u := u(x, t ) and v :=
v(x, t ) are the chemical concentrations of an activator and an inhibitor, respectively,
and d1,d2, a,b are positive numbers, such that b > a. In this case, it is clear that the
condition (1.58) is satis�ed.



CHAPTER

2

TIME–FRACTIONAL REACTION–DIFFUSION
SYSTEMS

“My work always tried to unite the
truth with the beautiful, but when I
had to choose one or the other, I
usually chose the beautiful.”

Hermann Weyl

This chapter concerns with a qualitative analysis of reaction-di�usion systems involv-
ing fractional derivative in Caputo sense respect to time variable. The results appearing
in this context have been published throught [31].
Understanding the dynamics and nature of solutions for such systems has been the sub-
ject of study by mathematicians and scientists for many decades. One of major interests
of researchers is the asymptotic stability of the solutions. Until a few decades ago, inter-
est in reaction–di�usion systems was limited to integer order derivatives both in time
and space. Although the inception of fractional calculus is centuries old, it was not un-
til recently that its practical meaning was noticed [25, 66, 94, 98]. It has been noticed
that fractional di�erential equations can represent a variety of problems more accurately
and e�ciently, especially nonlocal problems such as anamolous di�usion [19] and the
modeling of materials with a memory [47].

19



CHAPTER 2. Time–fractional reaction–di�usion systems 20

Since the fractional derivative in Caputo sense is a generalization of the classical
derivative, so the models that include the fractional derivative show a richness in their
dynamics, and this allows us to approach more than accurate modeling of phenomena.
Precisely, this chapter establishes conditions for the asymptotic stability of time-fractional
reaction-di�usion systems. The stability of linear systems is investigated by means of
the eigenfunction expansion of the Laplacian operator. Theoretical bounds are placed
on the arguments of the in�nity of eigenvalues belonging to the instant Jacobian matrix.
Nonlinear systems are linearized by means of their Taylor series expansion. Numerical
solutions of two real- istic examples are presented to illustrate the theoretical �ndings.

The considered system

Let Ω be a bounded domain in RN
′
, with a smooth boundary ∂Ω. In this section we

present the existence of solution for the time-fractional reaction di�usion system, of the
form:

CDα̂
0,t u(t , x) = D∆u(t , x)+Au(t , x), t > 0, x ∈Ω, (2.1)

with initial conditions
u(0, x) = u0(x), x ∈Ω, (2.2)

and homogeneous Neumann boundary conditions, i.e.

(ν.∇)u(t , x) = 0, t > 0, x ∈ ∂Ω, (2.3)

where, u(x, t ) = (u1(t , x), · · · ,uN(t , x))> and N,N
′ ∈N, A = (ai , j )1Éi , jÉN is a real constant

matrix, D = di ag (d1, . . . ,dN) with di > 0 for i = 1, . . . ,N and CDα̂
0,t = (CDα1

0,t , . . . ,C DαN
0,t )>,

ν is the unit outward normal to ∂Ω.
In this chapter, we are interested in establishing su�cient theoretical conditions for

the asymptotic stability of time–fractional reaction–di�usion systems (2.1)-(2.3) and also
for the nonlinear reaction function.
The background related to the subject can be divided into two major parts, the stability
of fractional ODEs and the stability of integer–order reaction–di�usion systems. The
stability of fractional di�erential equations has been studied by many including [69],
where Matignon derived an upper bound on the arguments of the Jacobian eigenvalues
below which the system is guaranteed to be asymptotically stable. This work was later
extended in [26] for systems with multiple time delays. In their study, Deng et al. also
treated the incommensurate case, where the fractional orders of the system equations
are non–identical. Further results on the stability of incommensurate fractional ODE
systems were reported in [84] and [61]. In [58], Lenka et al. extended the results to
systems with fractional derivatives of an order in the range 0 to 2. Other relevant studies
include [76], where Odibat examined a range of issues related to this type of systems
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including the existence and uniqueness of solutions as well as their stability. In addition,
the solutions of such systems in the commensurate and incommensurate cases by means
of Mittag–Le�er functions was examine in [35].

The stability of nonlinear reaction di�usion systems relies mainly on linearization
about the system’s constant steady–state, which was �rst applied in [79]. The mathe-
matical justi�cation for this technique came later on in [18, 17]. In [108], Wang and Li
derived a set of stability conditions, which they called the minor condition for the sta-
bility of constant steady–state solutions to reaction–di�usion systems with Neumann
boundary conditions. More recent works include [75, 41]. For more on the stability of
speci�c commensurate time–fractional reaction–di�usion systems, the reader may wish
to refer to [22, 114, 115] and references therein.

2.1 Existence of solutions

In this section, we address the existence of solutions for the system (2.1)-(2.3). We have
inspired by the literature [91, 113]. The following de�nitions will be useful later on.

De�nition 2.1.1. Let T > 0 and (u01, . . . ,u0N) ∈
[

C(Ω)
]N

, a vector function

(u1, . . . ,uN) ∈ C

(
[0,T];

[
C(Ω)

]N
)

,

is called a mild solution of (2.1)-(2.3), if for each i ∈ {1, . . . ,N}, ui satisfy

ui (t ) =Sαi (t )u0i +
N∑

j=1
ai j

∫ t

0
(t − s)αi−1Pαi (t − s)u j (s),

where ui (t ) = ui (t , .), Sαi (t ) and Pαi are mentioned in de�nition 1.2.3.

De�nition 2.1.2. A vector function u ∈ C

(
[0,T];

[
C(Ω)

]N
)

is called a clas-
sical solution of the problem (2.1)-(2.3) if u is continously di�erentiable of order
α̂ = (α1, . . . ,αN) on (0,T], for all t ∈ [0,T], u(t ) ∈ D(Λ1) × ·· · × D(ΛN) and satis�es
(2.1)-(2.3).

The following proposition presents the existence of mild solution of the initial-boundary
problem (2.1)-(2.3), which is our preliminary result.
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Proposition 2.1.1. Let (u01, . . . ,u0N) ∈
[

C(Ω)
]N

, then the problem (2.1)-(2.3) for
αi ∈ (0,1), i ∈ {1, . . . ,N} has a unique mild solution.

Proof. Consider the Banach space X := C

(
[0,T];

[
C(Ω)

]N
)

with the norm

‖u‖X = ‖(u1, . . . ,uN)‖X := sup
t∈[0,T]

e−kt ‖u(t )‖N,∞ ,

where k ∈ N which will be �xed later and ‖u(t )‖N,∞ := ∑N
i=1 ‖ui (t )‖∞ . We de�ne the

operator
Υ= (Υ1, . . . ,ΥN) on X, where

(Υi u)(t ) =Sαi (t )u0i +
N∑

j=1
ai j

∫ t

0
(t − s)αi−1Pαi (t − s)u j (s)d s.

By the properties of Sαi (t ) and Pαi (t ) (see e.g. [39, 107]) we can get that Υu ∈X when
u ∈ X. So Υ maps X into itself, then the mild solution of the problem (2.1)-(2.3) is the
�xed point of Υ.
Assume that u, v ∈X, for each t ∈ [0,T] and each i ∈ {1, . . . ,N}. Using Lemma 1, we have

‖(Υi u)(t )− (Υi v)(t )‖∞ É Ci

Γ(αi )

∫ t

0
(t − s)αi−1 ‖u(s)− v(s)‖N,∞ d s

= Ci

Γ(αi )

∫ t

0
(t − s)αi−1e−ks ‖u(s)− v(s)‖N,∞ eksd s

É Ci

Γ(αi )
‖u − v‖X

∫ t

0
(t − s)αi−1eksd s

É Ci

kαi
ekt ‖u − v‖X ,

where Ci = ‖(|ai 1| , . . . , |ai N|)‖RN , thus

‖Υu −Υv‖X É
N∑

i=1

Ci

kαi
‖u − v‖X .

We can choose k ∈N large enough such that

N∑
i=1

Ci

kαi
< 1.

Hence, Υ is a strict contraction on X. Thus, by the Banach’s �xed point theorem, Υ has
a �xed point u ∈X.
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Now, we prove the uniqueness. Let u, v ∈X be two mild solutions of (2.1)-(2.3) for T > 0,
then we have

‖ui (t )− vi (t )‖∞ = ‖(Υi u)(t )− (Υi v)(t )‖∞
É Ci

Γ(αi )

∫ t

0
(t − s)αi−1 ‖u(s)− v(s)‖N,∞ d s.

Hence
‖u(t )− v(t )‖N,∞ ÉC

∫ t

0

N∑
i=1

(t − s)αi−1 ‖u(s)− v(s)‖N,∞ d s,

where C = max
{

C1
Γ(α1) , . . . , CN

Γ(αN)

}
. Thus, by Gronwall’s inequality, we get that u = v . ■

Remark 2.1.1. We can extend the result in the Proposition 1 for αi ∈ (0,1], i ∈
{1, . . . ,N}, so that for each i ∈ {1, . . . ,N} we put

(Υi u)(t ) =


Sαi (t )u0i +

N∑
j=1

ai j

∫ t

0
(t − s)αi−1Pαi (t − s)u j (s)d s i f αi ∈ (0,1),

Ti (t )u0i +
N∑

j=1
ai j

∫ t

0
Ti (t − s)u j (s)d s i f αi = 1.

For the classical derivative (see [106]). The following result is concerning the regu-
larity of the mild solution.

Corollary 2.1.1. For each u0 ∈ D(Λ1)× ·· · ×D(ΛN), and u ∈ C

(
[0,T];

[
C(Ω)

]N
)

is a mild solution of the problem (2.1)-(2.3) for αi ∈ (0,1], i ∈ {1, . . . ,N}, then u is a
classical solution of the problem (2.1)-(2.3).

Proof. By the same argument as in [106, 107].

2.2 Asymptotic stability conditions for autonomous time–
fractional reaction–di�usion systems

Throughout this section, we will present our most important results about asymptotic
stability for autonomous time–fractional reaction–di�usion systems.

2.2.1 Stability criteria for linear fractional reaction–di�usion sys-
tems

In the following, we discuss the asymptotic stability criteria for system (2.1)–(2.3) in the
commensurate and incommensurate scenarios.
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2.2.1.1 Commensurate scenario

Let us start by assessing the stability of the solutions to the generalized linear time–
fractional reaction di�usion system (2.1)–(2.3) subject to the fractional orders being iden-
tical, i.e. α1 = ·· · = αN = α ∈ (0,1]. First, we must de�ne some important notation to be
used in the proofs. We denote by

{
λi ,

{
wi j

}mi
j=1

}∞
i=0

an eigenpair of the elliptic operator
(−∆) on Ω subject to Neumann boundary conditions where 0 = λ0 < λ1 É λ2 É . . . . The
algebraic multiplicity of the eigenvalue λi is mi ∈ N. We also denote the eigenspace
corresponding to λi as Ξi j and de�ne

Ξi =
mi⊕
j=1

Ξi j ,

and the sets

Ξ=
{

(u1, . . . ,uN)> ∈
[

C2(Ω)∩C(Ω)
]N | (ν.∇)uk = 0, in ∂Ω,k = 1, . . . ,N

}
, (2.4)

and
Ξi j =

{
cwi j | c ∈RN}

.

Also, let us set de�ne the operator

L = D∆+A. (2.5)

Finally, note that Ξ can be decomposed in the form

Ξ=
∞⊕

i=0
Ξi . (2.6)

Theorem 2.2.1. Subject to α1 = ·· · = αN = α ∈ (0,1], if for all i ∈ N0 both the
roots of the characteristic equation

det(A−λi D−µI) = 0, (2.7)

satisfy the criterion ∣∣arg
(
µ
)∣∣> απ

2
,

then the zero solution of system (2.1)–(2.3) is asymptotically stable. On the contrary,
if at least one root of at least one equation of (2.7) satis�es

∣∣arg
(
µ
)∣∣ < απ

2 , then the
zero solution of (2.1)–(2.3) becomes asymptotically unstable.

Proof. The characteristic equation can be given by

L(Φ1, . . . ,ΦN)> =µ(Φ1, . . . ,ΦN)>. (2.8)
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Since
(Φ1, . . . ,ΦN)> =

∞∑
i=0

mi∑
j=1

(a1i j , . . . , aNi j )>wi j , (2.9)

we obtain ∞∑
i=0

mi∑
j=1

(A−λi D−µI)(a1i j , . . . , aNi j )>wi j = 0. (2.10)

Note that for all i Ê 0, Ξi is invariant under the operator L, and µ is an eigenvalue of L
on Ξi if and only if it is an eigenvalue of the matrix A−λi D for some i Ê 0, in which
case, there exists an eigenvector in Ξi . Hence, we have an in�nite number of ordinary
di�erential systems with the second member A−λi D for i ∈ N. As a result, the zero
solution of system (2.1)–(2.3) is asymptotically stable if for all i ∈N the matrix A−λi D
satis�es the criterion of asymptotic stability in Theorem 2 of [69] and unstable if at least
one matrix A−λi D satis�es the instability criterion stated in the same theorem. ■
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2.2.1.2 Incommensurate scenario

The next step is to identify the asymptotic stability conditions for system (2.1)–(2.3)
when the fractional derivative orders αk for k = 1, . . . ,N are not identical. We assume
that the fractional orders αk = lk

mk
∈ (0,1] with lk ,mk ∈N, and g .c.d(lk ,mk ) = 1 for k =

1,2, ...,N. In addition, we let m = l .c.m {m1, . . . ,mN} and l = g .c.d {l1, . . . , lN}. It follows
that for each pair (lk ,mk ), there exist two positive integer numbers sk and tk such that
lk = sk l and mk = m

tk
. By letting γ= l

m , we have αk = qkγ, where qk = sk tk for k = 1, . . . ,N
with the convention q0 = 0. We also de�ne:

ζr
s :=

s∑
i=0

qi + r,

with r, s ∈N0.
The following Lemma de�nes an important equivalence that is necessary for the

proof of our main result.

Lemma 2.2.1. System (2.1)–(2.3) is equivalent to

CDγ
0,t vp (t , x) =


Θk (A,D, v) if p = ζ0

k , k = 1, . . . ,N,

vp+1(t , x) otherwise,
(2.11)

where
Θk (A,D, v) = dk∆vζ1

k−1
(t , x)+

N∑
j=1

ak j vζ1
j−1

(t , x),

subject to the initial conditions

vp (0, x) =


uk (0, x) if p = ζ1

k−1, k = 1, . . . ,N,

0 otherwise,
(2.12)

with p = 1, . . . ,ζ0
N, and boundary conditions

(ν.∇)vζ1
k−1

(t , x) = 0, t > 0, x ∈ ∂Ω, (2.13)

with k = 1, . . . ,N.

Remark 2.2.1. The equivalence mentioned in Lemma 2.2.1 is in the following
sense:
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• Whenever
(
v1(t , x), v2(t , x), . . . , vζ0

N
(t , x)

)>
is the solution of system (2.11)–(2.13),

the vector of functions

u(t , x) :=
(
vζ1

0
(t , x), vζ1

1
(t , x), . . . , vζ1

N−1
(t , x)

)>
,

solves the initial–boundary value problem (2.1)–(2.3).

• Whenever u(t , x) = (u1(t , x), · · · ,uN(t , x))> is the solution of the initial–boundary
value problem (2.1)–(2.3), the vector function

v1

v2

...

vq1

vq1+1

...

vq1+q2

...

vq1+···+qN−1+1

...

vq1+···+qN



:=



u1

CDγ
0,t u1

...

CDq1γ
0,t u1

u2

...

CDq2γ
0,t u2

...

uN

...

CDqNγ
0,t uN



, (2.14)

solves system (2.11)–(2.13).

Proof of Lemma 2.2.1. We introduce the ζ0
N functions v1, . . . , vζ0

N
, such that:
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v1(t , x) := u1(t , x),

vζ1
1
(t , x) := u2(t , x),

...

vζ1
N−2

(t , x) := uN−1(t , x),

vζ1
N−1

(t , x) := uN(t , x).

(2.15)

By using the property 2 in Proposition 1.1.3, we can decompose the derivative opera-
tors CDαi

0,t for i = 1, . . . ,N into a composition of qi fractional derivative operators CDγ
0,t .

Hence, equations (2.1) can be converted into to the form:

CDγ
0,t v1(t , x) = v2(t , x),

CDγ
0,t v2(t , x) = v3(t , x),

...

CDγ
0,t vq1−1(t , x) = vq1 (t , x),

CDγ
0,t vq1 (t , x) = d1∆v1(t , x)+∑N

j=1 a1 j vζ1
j−1

(t , x),

CDγ
0,t vq1+1(t , x) = vq1+2(t , x),

...

CDγ
0,t vq1+q2−1(t , x) = vq1+q2 (t , x),

CDγ
0,t vq1+q2 (t , x) = d2∆vq1+1(t , x)+∑N

j=1 a2 j vζ1
j−1

(t , x),

CDγ
0,t vq1+q2+1(t , x) = vq1+q2+2(t , x),

...

CDγ
0,t vζ0

N−1(t , x) = vζ0
N

(t , x),

CDγ
0,t vζ0

N
(t , x) = dN∆vζ1

N−1
(t , x)+∑N

j=1 aN j vζ1
j−1

(t , x),
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subject to the initial value conditions
v1(0, x) = u1(0, x),vq1+···+q j−1+1(0, x) = u j (0, x), for j = 2, . . . ,N,

vk (0, x) = 0, for k 6= 1 and k 6= ζ1
j−1, j = 2, . . . ,N,

and homogeneous Neumann boundary conditions

(ν.∇)v1(t , x) = 0, (ν.∇)vζ1
j−1

(t , x) = 0, for j = 2, . . . ,N,

with t > 0, x ∈ ∂Ω.
This problem can be written in compact form as in (2.11)–(2.13).

1. Suppose that
(
v1(t , x), v2(t , x), . . . , vζ0

N
(t , x)

)>
is a solution of system (2.11)–(2.13),

then 

CDγ
0,t vζ0

1
(t , x) =Θ1(A,D, v),

CDγ
0,t vζ0

2
(t , x) =Θ2(A,D, v),

...

CDγ
0,t vζ0

N
(t , x) =ΘN(A,D, v).

(2.16)

By Using the properties in Proposition 1.1.3, system (2.11)–(2.12) yields
CDγ

0,t vζ0
1
(t , x) = CDγ

0,t vq1 (t , x),

= CDγ
0,t . . . CDγ

0,t︸ ︷︷ ︸
q1

v1(t , x),

= CDγ
0,t . . . CDγ

0,t︸ ︷︷ ︸
q1−1

( GDγ
0,t v1(t , x)− v1(0, x)Y1−γ),

= CDγ
0,t . . . CDγ

0,t︸ ︷︷ ︸
q1−2

( GD2γ
0,t v1(t , x)− v1(0, x)Y1−2γ− v2(0, x)Y1−γ),

= CDγ
0,t . . . CDγ

0,t︸ ︷︷ ︸
q1−2

( GD2γ
0,t v1(t , x)− v1(0, x)Y1−2γ),

...
= GDq1γ

0,t v1(t , x)− v1(0, x)Y1−q1γ,

= GDα1
0,t v1(t , x)− v1(0, x)Y1−α1 ,

= CDα1
0,t v1(t , x).
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Performing the exact same procedure for k = 2, . . . ,N, we get the general formula

CDγ
0,t vζ0

k
(t , x) = CDαk

0,t vζ1
k−1

(t , x).

Hence, it is straight forward to see that u(t , x) :=
(
vζ1

0
(t , x), vζ1

1
(t , x), . . . , vζ1

N−1
(t , x)

)>
is a solution of system (2.1)–(2.3).

2. Now, let us prove the second part of the equivalence. Let (u1(t , x),u2(t , x), . . . ,uN(t , x))>

be a solution of initial-boundary value problem (2.1)–(2.3) leading to

CDq1γ
0,t u1(t , x) = d1∆u1 (t , x)+∑N

j=1 a1 j u j (t , x) ,

CDq2γ
0,t u2(t , x) = d2∆u2 (t , x)+∑N

j=1 a2 j u j (t , x) ,

...

CDqNγ
0,t vN(t , x) = dN∆uN (t , x)+∑N

j=1 aN j u j (t , x) .

(2.17)

By taking advantage of properties in Proposition 1.1.3, the �rst equation of system
(2.17) transforms into

CDq1γ
0,t u1(t , x) = d1∆u1 (t , x)+

N∑
j=1

a1 j u j (t , x) ,

⇒ GDq1γ
0,t u1(t , x)−u1(0, x)Y1−q1γ = d1∆u1 (t , x)+

N∑
j=1

a1 j u j (t , x) ,

⇒ GD(q1−1)γ
0,t ( GDγ

0,t u1(t , x)−u1(0, x)Y1−γ) = d1∆u1 (t , x)+
N∑

j=1
a1 j u j (t , x) ,

⇒ CDγ
0,t u1(t , x) = D−(q1−1)γ

0,t

(
d1∆u1 (t , x)+

N∑
j=1

a1 j u j (t , x)

)
.

We also have
CDγ

0,t u1(0, x) = 0.

Applying the same steps for all k = 1, . . . ,N, we obtain

CDγ
0,t uk (0, x) = CD2γ

0,t uk (0, x) = ·· · = CDqkγ
0,t uk (0, x) = 0,

which implies that (2.14) is a solution of system (2.11)–(2.13). ■
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Before we present the stability criteria for the incommensurate case, let us de�ne some
new notations.

D =



D11 D12 . . . D1N

D21 D22 . . . D2N

... ... . . . ...

DN1 DN2 . . . DNN


, A =



A11 A12 . . . A1N

A21 A22 . . . A2N

... ... . . . ...

AN1 AN2 . . . ANN


.

The diagonal and o�–diagonal submatrices Di j and Ai j are de�ned di�erently as
follows:

Di i =



0 0 . . . 0

0 0 . . . 0

... ... . . . ...

0 0 . . . 0

di 0 . . . 0


qi×qi

, Ai i =



0 1 0 . . . 0

0 0 1 . . . 0

0 0 0
. . . 0

... ... ... . . . ...

0 0 0 . . . 1

ai i 0 0 . . . 0


qi×qi

, i = 1, . . . ,N,

and

Di j =


0 . . . 0

... . . . ...

0 . . . 0


qi×q j

, Ai j =



0 0 . . . 0

0 0 . . . 0

... ... . . . ...

0 0 . . . 0

ai j 0 . . . 0


qi×q j

, i 6= j ; i , j = 1, . . . ,N.

Hence, the equations (2.11) can be rewritten in the form:
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CDγ
0,t v(t , x) =D∆v(t , x)+A v(t , x), t > 0, x ∈Ω, (2.18)

where v(x, t ) =
(
v1(t , x), v2(t , x), . . . , vζ0

N
(t , x)

)>
. Let ṽ :=

(
ṽ1, ṽ2, . . . , ṽζ0

N

)
,

X =
{

ṽ ∈
[

C(Ω)
]ζ0

N and ṽζ1
k−1

∈ C2(Ω) | (ν.∇)ṽζ1
k−1

= 0, in ∂Ω,k = 1, . . . ,N

}
,

Xi j =
{

cwi j |c ∈Rζ0
N

}
, and Xi =⊕mi

j=1 Xi j . This leads to the decomposition:

X =
∞⊕

i=0
Xi . (2.19)

Finally, we de�ne the operatorL=D∆+A . The following Theorem presents the stability
criterion for the incommensurate case of (2.1)–(2.3).

Theorem 2.2.2. Suppose that the fractional orders are given by αk = lk
mk

∈ (0,1]
with lk ,mk ∈ N, g .c.d(lk ,mk ) = 1 for k = 1,2, ...,N and let m = l .c.m {m1, . . . ,mN}.
The zero solution of system (2.1)–(2.3) is asymptotically stable if both roots of equa-
tions

det(diag(ξmα1 , . . . ,ξmαN )−A+λi D) = 0, (2.20)

for all i ∈N0 satisfy ∣∣arg(ξ)
∣∣> π

2m
.

Alternatively, if at least one root of one equation from (2.20) satis�es
∣∣arg(ξ)

∣∣ < π
2m ,

then the zero solution of (2.1)–(2.3) is unstable.

Proof. The proof is straightforward thanks to the Lemma 2.2.1, which transforms
the incommensurate time–fractional reaction–di�usion system ( 2.1)–(2.3) into the com-
mensurate form (2.11)–(2.13). Since the two systems are equivalent in the sense of Re-
mark 2.2.1, it su�ces to guarantee the asymptotic stability of the second system. Con-
sider the characteristic equation

L(Φ1, . . . ,Φζ0
N

)> =µ(Φ1, . . . ,Φζ0
N

)>, (2.21)

where
(Φ1, . . . ,Φζ0

N
)> =

∞∑
i=0

mi∑
j=1

(η1i j , . . . ,ηζ0
Ni j )>wi j . (2.22)

This can be written more compactly as
∞∑

i=0

mi∑
j=1

(A −λi D−µI)(η1i j , . . . ,ηζ0
Ni j )>wi j = 0. (2.23)
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For each i ∈N0, we note that Xi is invariant under operatorL and that µ is an eigenvalue
of L on Xi i� it is an eigenvalue of the matrix A − λi D for some i ∈ N0, in which
case there exists an eigenvector in Xi . As a result, we end up with an in�nity of ODE
systems with the second member A −λi D for i ∈N0 that depend on λi . Hence, it is well
established that the zero solution of system (2.11)–(2.13) is asymptotically stable if the
asymptotic stability condition stated in Theorem 2 of [69] is satis�ed for all i ∈N0, i.e.
the roots of equations

det(A −λi D−µI) = 0,

satisfy
∣∣arg

(
µ
)∣∣> γπ

2 .
Using the basic properties of the determinant, with l = g .c.d . {l1, . . . , lN} then we obtain

det(A −λi D−ξl I) = 0 ⇐⇒ det(di ag (ξmα1 , . . . ,ξmαN )−A+λi D) = 0,

leading to
∣∣arg(ξ)

∣∣> π
2m . The second part of the Theorem regarding asymptotic instabil-

ity can be proven using the same procedure. ■

2.2.2 Stability criteria for nonlinear fractional reaction–di�usion
systems

In this section, we treat the more general nonlinear case. Consider the nonlinear time–
fractional reaction di�usion system described by:

CDα̂
0,t u(t , x) = D∆u(t , x)+F(u(t , x)), t > 0, x ∈Ω. (2.24)

subject to initial states
u(0, x) = u0(x), x ∈Ω, (2.25)

and Neumann boundary conditions

(ν.∇)u(t , x) = 0, t > 0, x ∈ ∂Ω. (2.26)

In this case, F(u(t , x)) = (F1(u(t , x)), . . . ,FN(u(t , x)))> is a nonlinear function in C2. The
following de�nition describes the constant (or homogeneous) steady–state solution of
that nonlinear system.

De�nition 2.2.1. The constant vector ueq is said to be a constant steady-state
solution of (2.24) subject to the initial data (2.25) and homogeneous Neumann bound-
ary conditions (2.26) i� F(ueq ) = 0.

In order to simplify the calculations, we transform our system to one with zero
as its steady state. We introduce the translation u(t , x) = ϑ(t , x)+ueq where ϑ(t , x) =
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(ϑ1(t , x), . . . ,ϑN(t , x))> and ueq denotes the homogeneous steady–state solution of sys-
tem (2.24)-(2.26). Since the Caputo derivative of a constant is equal to zero, we end up
with

CDα̂
0,tϑ(t , x) = D∆ϑ(t , x)+F

(
ϑ(t , x)+ueq

)
. (2.27)

The nonlinear function F can be linearized by means of its Taylor series expansion
around the steady–state ueq leading to

F
(
ϑ(t , x)+ueq

)= F
(
ueq

)+ J|ueqϑ(t , x)+O
(‖ϑ(t , x)‖2) ,

where

J|ueq =
(
∂Fi

(
ueq

)
∂u j

)
1Éi , jÉN

,

is the Jacobian matrix corresponding to F. Ignoring higher terms, we obtain the approx-
imation

F
(
ϑ(t , x)+ueq

)≈ J|ueqϑ(t , x).

Therefore, the linearized version of the system is simply

CDα̂
0,tϑ(t , x) = D∆ϑ(t , x)+ J|ueqϑ(t , x), t > 0, x ∈Ω, (2.28)

with the initial and boundary conditions

ϑ(0, x) = ϑ0(x), x ∈Ω, (2.29)

(ν.∇)ϑ(t , x) = 0, t > 0, x ∈ ∂Ω. (2.30)

Corollary 2.2.1. Subject to the identical fractional–orders α1 = ·· · = αN = α ∈
(0,1], the steady–state ueq of system (2.24)–(2.26) is asymptotically stable if both
roots of

det(J|ueq −λi D−µI) = 0, (2.31)

satisfy
∣∣arg

(
µ
)∣∣> απ

2 for all i ∈N0. Alternatively, if at least one root of one equation
satis�es

∣∣arg
(
µ
)∣∣< απ

2 , then ueq is unstable.

Proof. Theorem 2.2.1 can be applied directly to the linearized system (2.28)–(2.30)
at the constant steady–state solution ueq . ■

Corollary 2.2.2. Subject to the non–identical fractional orders αk = lk
mk

∈ (0,1]
with lk ,mk ∈N, where g .c.d(lk ,mk ) = 1 for k = 1,2, ...,N and m = l .c.m {m1, . . . ,mN},
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the constant steady–state ueq of system (2.24)–(2.26) is asymptotically stable if both
the roots of equations

det(diag(ξmα1 , . . . ,ξmαN )− J|ueq +λi D) = 0, i ∈N0, (2.32)

satisfy
∣∣arg(ξ)

∣∣ > π
2m . Alternatively, if at least one root of one equation satis�es∣∣arg(ξ)

∣∣< π
2m , then ueq becomes unstable.

Proof. This result follows directly from Theorem 2.2.2 when considering the lin-
earized system (2.28)-(2.30) at the constant steady–state ueq . ■

2.3 Examples and numerical experiments

In order to validate and illustrate the theoretical stability criteria proposed in this paper
for linear and nonlinear time–fractional reaction–di�usion systems, we resort to some
numerical examples. We consider two speci�c examples:the Schnackenberg model pro-
posed in [114] and the Gause–type predator–prey model examined in [115]. Numerical
solutions in one-dimensional space are obtained by means of the numerical scheme pro-
posed in [21] with time step ht = 0.0625 and spatial step hx = 0.2. In the following, we
discuss the solutions and asymptotic stability of these two models subject to di�erent
parameter sets.

Example 2.3.1. We start with the Schnackenberg nonlinear model [114], which is
described by 

CDα1
0,t u1 = d1∆u1 +a −u1 +u2

1u2 in (0,∞)×Ω,

CDα2
0,t u2 = d2∆u2 +b −u2

1u2 in (0,∞)×Ω,

u1(0, x) = u1,0(x),u2(0, x) = u2,0(x) on Ω,

(ν.∇)u1(t , x) = (ν.∇)u2(t , x) = 0, on (0,∞)×∂Ω,

(2.33)

where α1,α2 ∈ (0,1] and a,b,d1,d2 > 0. System (2.33) has the unique steady state

Est =
(

a +b,
b

(a +b)2

)
.
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By linearizing (2.33) at Est , we obtain the linear system

CDα1
0,t u1 = d1∆u1 + ( 2b

a+b −1)u1 + (a +b)2u2 in (0,∞)×Ω,

CDα2
0,t u2 = d2∆u2 − 2b

a+b u1 − (a +b)2u2 in (0,∞)×Ω,

u1(0, x) = u1,0(x),u2(0, x) = u2,0(x) on Ω,

(ν.∇)u1(t , x) = (ν.∇)u2(t , x) = 0, on (0,∞)×∂Ω.

(2.34)

We assume the initial conditions
u1,0(x) = 0.68+ cos(x)

10 ,

u2,0(x) = 0.78+ sin(x)
10 .

In order to assess the validity of the theoretical stability criteria derived earlier, let us
consider the following sets of parameters:

1. Let Ω = (0,10), (α1,α2) = (
√

5
9 ,

√
5
9 ), and (a,b,d1,d2) = (0.14,0.54,0.02,0.01). Us-

ing Theorem 1, we conclude that the zero solution of system (2.34) is asymp-
totically stable. The numerical solutions depicted in Figure 2.1 agree with the
theoretical results. By Corollary 1, it follows that the unique steady–state Est =
(0.68,1.1678) of system (2.33) is asymptotically stable, which again agrees with
the results in Figure 2.2.

2. Let Ω = (0,10), (α1,α2) = ( 1
3 , 1

2 ), and (a,b,d1,d2) = (0.14,0.54,0.02,0.01). Using
Corollary 2, we know that the steady–state Est = (0.68,1.1678) of system (2.33) is
asymptotically stable. The numerical solutions are depicted in Figure 2.3.

3. Let Ω = (0,10), (α1,α2) = ( 6
9 , 7

8 ), and (a,b,d1,d2) = (0.042,0.626,0.02,0.01). Using
Theorem 2, we conclude that the zero steady–state of system (2.34) is asymptoti-
cally stable, and consequently, by Corollary (2), the steady–state Est = (0.668,1.4029)
of system (2.33) is also asymptotically stable. The numerical solutions of systems
(2.33) and (2.34) are depicted, respectively, in Figures 2.4 and 2.5.

4. Let Ω = (0,10), (α1,α2) = ( 9
10 , 8

10 ), and (a,b,d1,d2) = (0.042,0.626,0.02,0.01). By
Corollary (2), system (2.33) is unstable, which agrees with the numerical solutions
in Figure 2.6.
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Figure 2.1: Numerical solutions of system (2.34) subject to the �rst set of parameters.

Figure 2.2: Numerical solutions of system (2.33) subject to the �rst set of parameters.
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Figure 2.3: Numerical solutions of system (2.33) subject to the second set of parameters.

Figure 2.4: Numerical solutions of system (2.34) subject to the third set of parameters.
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Figure 2.5: Numerical solutions of system (2.33) subject to the third set of parameters.

Figure 2.6: Numerical solutions of system (2.33) subject to the fourth set of parameters.
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Example 2.3.2. Our second example is the Gause–type predator–prey model
discussed in [115], which is of the form

CDα1
0,t u1 = d1∆u1 + r u1(1−u1)−u2

p
u1 in (0,∞)×Ω,

CDα2
0,t u2 = d2∆u2 +βu2(

p
u1 −δ) in (0,∞)×Ω,

u1(0, x) = u1,0(x),u2(0, x) = u2,0(x) on Ω,

(ν.∇)u1(t , x) = (ν.∇)u2(t , x) = 0, on (0,∞)×∂Ω,

(2.35)

where α1,α2 ∈ (0,1] and r,β,δ,d1,d2 > 0. As shown in [115], system (2.35) has the three
steady–states E0 = (0,0), E1 = (1,0), and E2 = (δ2,rδ(1− δ2)). In our simulations, we
assume the initial conditions 

u1,0(x) = 0.047+ cos(x)
10 ,

u2,0(x) = 0.083+ sin(x)
10 .

We consider three sets of parameters:

1. Let Ω= (0,1), (α1,α2) = (
√

4
7 ,

√
4
7 ), and (r,β,δ,d1,d2) = (0.5,0.7,0.6,1,0.3). Corol-

lary (1) tells us that the steady–state E2 = (0.36,0.192) of system (2.35) is asymp-
totically stable, which agrees with the numerical solution in Figure 2.7.

2. LetΩ= (0,1), (α1,α2) = ( 3
5 , 2

3 ), and (r,β,δ,d1,d2) = (0.5,0.7,0.6,1,0.3). From Corol-
lary (2), we see that the steady–state E2 = (0.36,0.192) is asymptotically stable.
Again, this agrees with the results in Figure 2.8.

3. LetΩ= (0,1), (α1,α2) = ( 5
6 , 7

8 ), and (r,β,δ,d1,d2) = (0.5,0.7,0.3,1,0.3). Using Corol-
lary (2), we �nd that none of the steady–states are asymptotically stable.Indeed,
the numerical solution depicted in Figure 2.9 seems to be periodic in nature.
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Figure 2.7: Numerical solutions of system (2.35) subject to the �rst set of parameters.

Figure 2.8: Numerical solutions of system (2.35) subject to the second set of parameters.
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Figure 2.9: Numerical solutions of system (2.35) subject to the third set of parameters.



CHAPTER

3

NUMERICAL METHODS FOR TIME-FRACTIONAL
REACTION-DIFFUSION/ODE SYSTEMS

In a reply letter to Leibniz in 1695,
L‘Hôpital asked: “What if the order of
derivative will be 1

2 ?“.
Leibniz in a letter dated September 30,
1695 - the exact birthday of the
fractional calculus! - replied: “It will
lead to a paradox, from which one day
useful consequences will be drawn.”

Leibniz & L‘Hôpital

This chapter is a continuation and support to the previous chapter, where an e�cient
numerical method is derived for solving time-fractional reaction-di�usion systems.
The proposed numerical scheme is the method of lines (MOL), which depends on solving
fractional di�erential systems. The results appearing in this context have been published
throught [30, 34].
In the �rst two sections, we made several improvements to the predictor-corrector method,
relying on Newton’s and Lagrange’s interpolation, and we tested the e�ectiveness and
performance of these proposed methods on several examples.

43
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3.1 A Newton interpolation based predictor-corrector
numericalmethod for fractional di�erential equa-
tions

This section presents a new predictor-corrector numerical scheme suitable for fractional
di�erential equations. An improved explicit Atangana-Seda formula is obtained by con-
sidering the neglected terms and used as the predictor stage of the proposed method.
Numerical formulas are presented that approximate the classical �rst derivative as well
as the Caputo, Caputo-Fabrizio and Atangana-Baleanu fractional derivatives. Simula-
tion results are used to assess the approximation error of the new method for various
di�erential equations. In addition, a case study is considered where the proposed scheme
is used to obtain numerical solutions of the Gierer-Meinhardt activator-inhibitor model
with the aim of assessing the system’s dynamics.

3.1.1 The proposed predictor-corrector method

3.1.1.1 Classical derivative

We start with the simple classical initial-value problem given by
d y(t )

d t = f (t , y(t )),

y(0) = y0,

(3.1)

where f is a smooth nonlinear function guaranteeing a unique solution y(t ). In order to
develop a numerical formula approximating the solution of (3.1), we convert the di�er-
ential equation into the integral

y(t )− y(0) =
∫ t

0
f (s, y(s))d s. (3.2)

In an iterative approximation, we may choose two distinct points in time tm = m∆t and
tm+1 = (m +1)∆t . Substituting these points into (3.2) yields

y (tm)− y(0) =
∫ tm

0
f (s, y(s))d s,

and
y (tm+1)− y(0) =

∫ tm+1

0
f (s, y(s))d s,



CHAPTER 3. Numerical methods for fractional reaction-di�usion/ODE systems 45

respectively. Taking the di�erence yields

y (tm+1)− y (tm) =
∫ tm+1

tm

f (s, y(s))d s. (3.3)

Hence, the function f (s, y(s)) may be approximated over the interval [tm , tm+1] by means
of Newton’s second order interpolation polynomial given by

Nm(s) = f
(
tm+1, y (tm+1)

)+ f
(
tm+1, y (tm+1)

)− f
(
tm , y (tm)

)
∆t

(s − tm+1)

+ f
(
tm+1, y (tm+1)

)−2 f
(
tm , y (tm)

)+ f
(
tm−1, y (tm−1)

)
2(∆t )2

× (s − tm) (s − tm+1) . (3.4)

Substitution into (3.3) leads to the di�erence formula

ym+1 − ym = f
(
tm+1, ym+1

)
∆t +

(
f
(
tm+1, ym+1

)− f
(
tm , ym

)
∆t

)∫ tm+1

tm

(s − tm+1)d s

+
(

f
(
tm+1, ym+1

)−2 f
(
tm , ym

)+ f
(
tm−1, ym−1

)
2(∆t )2

)
∫ tm+1

tm

(s − tm) (s − tm+1)d s. (3.5)

Given that ∫ tm+1

tm

(s − tm+1)d s =− (∆t )2

2
, (3.6)

and ∫ tm+1

tm

(s − tm) (s − tm+1)d s =− (∆t )3

6
, (3.7)

formula (3.5) reduces to the implicit form

ym+1 − ym = f
(
tm+1, ym+1

)
∆t − [

f
(
tm+1, ym+1

)− f
(
tm , ym

)] ∆t

2

−[
f
(
tm+1, ym+1

)−2 f
(
tm , ym

)+ f
(
tm−1, ym−1

)] ∆t

12
. (3.8)

The term ym+1 appears on both sides of the formula. The predictor-corrector scheme
works by �rst producing an approximation of ym+1 denoted by yP

m+1, and then using
(3.8) to correct the approximation. The correction formula is, thus, given by (it is the
same the two step Adams-Moulton scheme)

ym+1 = ym + 5

12
f
(
tm+1, yP

m+1

)
∆t + 2

3
f
(
tm , ym

)
∆t − f

(
tm−1, ym−1

) ∆t

12
, (3.9)
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where the predictor yP
m+1 is obtained by means of the Atangana-Seda scheme (two step

Adams-Moulton method), it is the same the three step Adams-Bashforth method (cf. [9]
and [14, p. 110]), i.e.

yP
m+1 = ym + 5

12
f
(
tm−2, ym−2

)
∆t − 4

3
f
(
tm−1, ym−1

)
∆t + 23

12
f
(
tm , ym

)
∆t . (3.10)

Throughout the remainder, We deal with various fractional derivatives.

3.1.1.2 Caputo fractional derivative

The most commonly fractional derivative used is the so-called Caputo fractional deriva-
tive one. We consider the initial-value problem:

C
0 Dα

t y(t ) = f (t , y(t )),

y(0) = y0,

(3.11)

with α ∈ (0,1], and f being a smooth nonlinear function such that (3.11) admits a unique
solution y(t ). Following the same procedure of the standard case, we start with the
integral

y(t )− y(0) = 1

Γ(α)

∫ t

0
f (s, y(s))(t − s)α−1d s. (3.12)

Note that we have applied the left-sided α-order Riemann-Liouville fractional integral to
both sides of the Caputo fractional di�erential equation, i.e. the �rst equation of (3.11),
and incoporated the initial condition (cf. [27]). At the single point tm+1 = (m+1)∆t , we
have

y (tm+1) = y(0)+ 1

Γ(α)

∫ tm+1

0
f (s, y(s)) (tm+1 − s)α−1 d s

= y(0)+ 1

Γ(α)

m∑
i=0

∫ ti+1

ti

f (s, y(s)) (tm+1 − s)α−1 d s, (3.13)

with t0 = 0. Function f (s, y(s)) can be approximated over the sub-interval [ti , ti+1] as a
polynomial by means of

Ni (s) =


Ñi (s) if i = 0,

N̂i (s) if i ∈ {1, . . . ,m} ,

(3.14)

where
Ñi (s) = f (ti , y(ti ))+

(
f (ti+1, y(ti+1))− f (ti , y(ti ))

∆t

)
(s − ti ), (3.15)
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and

N̂i (s) = f
(
ti+1, y (ti+1)

)+ f
(
ti+1, y (ti+1)

)− f
(
ti , y (ti )

)
∆t

(s − ti+1)

+ f
(
ti+1, y (ti+1)

)−2 f
(
ti , y (ti )

)+ f
(
ti−1, y (ti−1)

)
2(∆t )2

× (s − ti ) (s − ti+1) . (3.16)

Using the Newton polynomial (4.108), formula (3.13) becomes

y(tm+1) = y(0)+ 1

Γ(α)

∫ t1

0

[
f (t0, y(t0))+

(
f (t1, y(t1))− f (t0, y(t0))

∆t

)
s

]
(tm+1 − s)α−1 d s

+ 1

Γ(α)

m∑
i=1

∫ ti+1

ti



f
(
ti+1, y (ti+1)

)
+ f (ti+1,y(ti+1))− f (ti ,y(ti ))

∆t (s − ti+1)

+ f (ti+1,y(ti+1))−2 f (ti ,y(ti ))+ f (ti−1,y(ti−1))
2(∆t )2

× (s − ti ) (s − ti+1)


(tm+1 − s)α−1 d s. (3.17)

Simplifying and rearranging the terms leads to

ym+1 = y0 + 1

Γ(α)
f (t0, y0)

∫ t1

0
(tm+1 − s)α−1 d s + 1

Γ(α)

(
f (t1, y1)− f (t0, y0)

∆t

)∫ t1

0
s (tm+1 − s)α−1 d s

+ 1

Γ(α)

m∑
i=1

f
(
ti+1, yi+1

)∫ ti+1

ti

(tm+1 − s)α−1 d s

+ 1

Γ(α)

m∑
i=1

f
(
ti+1, yi+1

)− f
(
ti , yi

)
∆t

∫ ti+1

ti

(s − ti+1) (tm+1 − s)α−1 d s

+ 1

Γ(α)

m∑
i=1

f
(
ti+1, yi+1

)−2 f
(
ti , yi

)+ f
(
ti−1, yi−1

)
2(∆t )2

×
∫ ti+1

ti

(s − ti ) (s − ti+1) (tm+1 − s)α−1 d s. (3.18)

The four di�erent integrals in (3.18) can be calculated as∫ t1

0
s (tm+1 − s)α−1 d s = (∆t )α+1

α(α+1)

[
(m +1)α+1 −mα+1 − (α+1)mα

]
, (3.19)

∫ ti+1

ti

(tm+1 − s)α−1 d s = (∆t )α

α

[
(m − i +1)α− (m − i )α

]
, (3.20)
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∫ ti+1

ti

(s − ti+1) (tm+1 − s)α−1 d s = (∆t )α+1

α(α+1)

[
(m − i −α)(m − i +1)α− (m − i )α+1] , (3.21)

and

∫ ti+1

ti

(s − ti ) (s − ti+1) (tm+1 − s)α−1 d s =



(m − i +1)α

 2(m − i )2 −α(m − i +1)

+2(m − i )



−(m − i )α

 2(m − i )2 +α(m − i )

+2(m − i )




× (∆t )α+2

α(α+1)(α+2) , (3.22)

respectively. By substituting these calculations into (3.18), we obtain

ym+1 = y0 + (∆t )α

Γ(α+1)
f (t0, y0)

[
(m +1)α−mα

]
+ (∆t )α

Γ(α+2)

(
f (t1, y1)− f (t0, y0)

)[
(m +1)α+1 −mα+1 − (α+1)mα

]
+ (∆t )α

Γ(α+1)

m∑
i=1

f
(
ti+1, yi+1

)[
(m − i +1)α− (m − i )α

]
+ (∆t )α

Γ(α+2)

m∑
i=1

(
f
(
ti+1, yi+1

)− f
(
ti , yi

))[
(m − i −α)(m − i +1)α− (m − i )α+1]

+ (∆t )α

2Γ(α+3)

m∑
i=1

(
f
(
ti+1, yi+1

)−2 f
(
ti , yi

)+ f
(
ti−1, yi−1

))

×



(m − i +1)α

 2(m − i )2 −α(m − i +1)

+2(m − i )



−(m − i )α

 2(m − i )2 +α(m − i )

+2(m − i )




. (3.23)
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In order to simplify the formulas to come, let us de�ne the expresion

Υp = (∆t )α

Γ(α+1)

p∑
i=1

f
(
ti+1, yi+1

)[
(m − i +1)α− (m − i )α

]
+ (∆t )α

Γ(α+2)

p∑
i=1

(
f
(
ti+1, yi+1

)− f
(
ti , yi

))[
(m − i −α)(m − i +1)α− (m − i )α+1]

+ (∆t )α

2Γ(α+3)

p∑
i=1

(
f
(
ti+1, yi+1

)−2 f
(
ti , yi

)+ f
(
ti−1, yi−1

))

×



(m − i +1)α

 2(m − i )2 −α(m − i +1)

+2(m − i )



−(m − i )α

 2(m − i )2 +α(m − i )

+2(m − i )




, (3.24)

with the convention
Υ0 = 0. (3.25)

Using this notation, (3.23) can be rewritten in the form

ym+1 = y0 +Υm−1 + (∆t )α

Γ(α+1)
f (t0, y0)

[
(m +1)α−mα

]
+ (∆t )α

Γ(α+2)

(
f (t1, y1)− f (t0, y0)

)[
(m +1)α+1 −mα+1 − (α+1)mα

]
+ (∆t )α

Γ(α+1)
f
(
tm+1, ym+1

)+ α(∆t )α

Γ(α+2)

(
f
(
tm , ym

)− f
(
tm+1, ym+1

))
− α(∆t )α

2Γ(α+3)

(
f
(
tm+1, ym+1

)−2 f
(
tm , ym

)+ f
(
tm−1, ym−1

))
. (3.26)

Formula (3.26) will serve as our implicit part, i.e. the corrector. The terms ym+1 on
the right hand side will be replaced by the predictor yP

m+1, which will be an improved
version of the Atangana-Seda scheme derived for the Caputo fractional derivative in [8].
To obtain our predictor formula, let us go back to (3.12) and use the predictor notation
yP(t ), which yields

yP(t )− y(0) = 1

Γ(α)

∫ t

0
f (s, y(s))(t − s)α−1d s,

and, consequently, at tm+1 = (m +1)∆t , we have

yP (tm+1) = y(0)+ 1

Γ(α)

m∑
i=0

∫ ti+1

ti

f (s, y(s)) (tm+1 − s)α−1 d s. (3.27)
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The function f (s, y(s)) can be approximated over each sub-interval [ti , ti+1] using a de-
layed version of the Newton’s polynomial seen earlier, given by

N P
i (s) =


Ñ P

i (s) if i ∈ {0,1} ,

N̂ P
i (s) if i ∈ {2, . . . ,m} ,

(3.28)

where
Ñ P

i (s) = f (ti , y(ti ))+
(

f (ti+1, y(ti+1))− f (ti , y(ti ))

∆t

)
(s − ti ), (3.29)

and

N̂ P
i (s) = f

(
ti−2, y (ti−2)

)+(
f
(
ti−1, y (ti−1)

)− f
(
ti−2, y (ti−2)

)
∆t

)
(s − ti−2)

+
(

f
(
ti , y (ti )

)−2 f
(
ti−1, y (ti−1)

)+ f
(
ti−2, y (ti−2)

)
2(∆t )2

)
× (s − ti−2) (s − ti−1) . (3.30)

Substituting the interpolated approximation of f (s, y(s)) into (3.27) yields the predictor

yP
m+1 = y0 + 1

Γ(α)

1∑
i=0

f
(
ti , yi

)∫ ti+1

ti

(tm+1 − s)α−1 d s

+ 1

Γ(α)

1∑
i=0

f
(
ti+1, yi+1

)− f
(
ti , yi

)
∆t

∫ ti+1

ti

(s − ti ) (tm+1 − s)α−1 d s

+ 1

Γ(α)

m∑
i=2

f
(
ti−2, yi−2

)∫ ti+1

ti

(tm+1 − s)α−1 d s

+ 1

Γ(α)

m∑
i=2

f
(
ti−1, yi−1

)− f
(
ti−2, yi−2

)
∆t

∫ ti+1

ti

(s − ti−2) (tm+1 − s)α−1 d s

+ 1

Γ(α)

m∑
i=2

f
(
ti , yi

)−2 f
(
ti−1, yi−1

)+ f
(
ti−2, yi−2

)
2(∆t )2

×
∫ ti+1

ti

(s − ti−2) (s − ti−1) (tm+1 − s)α−1 d s. (3.31)

We can calculate the integrals as∫ ti+1

ti

(s − ti ) (tm+1 − s)α−1 d s = (∆t )α+1

α(α+1)

[
(m − i +1)α+1 − (m − i )α+1 − (α+1)(m − i )α

]
,

(3.32)
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∫ ti+1

ti

(s − ti−2) (tm+1 − s)α−1 d s = (∆t )α+1

α(α+1)

 (m − i +1)α(m − i +3+2α)

−(m − i )α(m − i +3+3α)

 , (3.33)

and

∫ ti+1

ti

(s − ti−2) (s − ti−1) (tm+1 − s)α−1 d s =



(m − i +1)α

 2(m − i )2 + (3α+10)(m − i )

+2α2 +9α+12



−(m − i )α

 2(m − i )2 + (5α+10)(m − i )

+6α2 +18α+12




× (∆t )α+2

α(α+1)(α+2)
. (3.34)

Substituting these calculations into (3.31) produces the improved Atangana-Seda scheme
predictor
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yP
m+1 = y0 + (∆t )α

Γ(α+1)

1∑
i=0

f
(
ti , yi

)[
(m − i +1)α− (m − i )α

]
+ (∆t )α

Γ(α+2)

1∑
i=0

(
f
(
ti+1, yi+1

)− f
(
ti , yi

))
×[

(m − i +1)α+1 − (m − i )α+1 − (α+1)(m − i )α
]

+ (∆t )α

Γ(α+1)

m∑
i=2

f
(
ti−2, yi−2

)[
(m − i +1)α− (m − i )α

]
+ (∆t )α

Γ(α+2)

m∑
i=2

(
f
(
ti−1, yi−1

)− f
(
ti−2, yi−2

))

×

 (m − i +1)α(m − i +3+2α)

−(m − i )α(m − i +3+3α)


+ (∆t )α

2Γ(α+3)

m∑
i=2

[
f
(
ti , yi

)−2 f
(
ti−1, yi−1

)+ f
(
ti−2, yi−2

)]

×



(m − i +1)α

 2(m − i )2 + (3α+10)(m − i )

+2α2 +9α+12



−(m − i )α

 2(m − i )2 + (5α+10)(m − i )

+6α2 +18α+12




. (3.35)

In each iteration, the predictor (3.35) is calculated and then corrected by means of the
implicit formula

ym+1 = y0 +Υm−1 + (∆t )α

Γ(α+1)
f (t0, y0)

[
(m +1)α−mα

]
+ (∆t )α

Γ(α+2)

(
f (t1, y1)− f (t0, y0)

)[
(m +1)α+1 −mα+1 − (α+1)mα

]
+ (∆t )α

Γ(α+1)
f
(
tm+1, yP

m+1

)+ α(∆t )α

Γ(α+2)

(
f
(
tm , ym

)− f
(
tm+1, yP

m+1

))
− α(∆t )α

2Γ(α+3)

(
f
(
tm+1, yP

m+1

)−2 f
(
tm , ym

)+ f
(
tm−1, ym−1

))
. (3.36)
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3.1.1.3 Error Analysis

In this sub-section, we would like to present a detailed error analysis for the proposed
Newton interpolation based predictor-corrector applied to the Caputo fractional di�er-
ential equation (3.11).

Lemma 3.1.1. Subject to f (., y(.)) ∈ C3 ([0,T]),

I1 :=
∣∣∣∣∣ 1

Γ(α)

m∑
i=0

∫ ti+1

ti

(
f (s, y(s))−N P

i (s)
)

(tm+1 − s)α−1 d s

∣∣∣∣∣≤ C∆t p , (3.37)

where C > 0 and

p =


2 if i ∈ {0,1} ,

3 if i ∈ {2, . . . ,m} .

(3.38)

Proof. We have two distinct cases depending on the index i , namely i ∈ {0,1} and
i ∈ {2, . . . ,m}. We focus on the second case. The �rst case can be proven by following the
same steps. According to the well-known Taylor’s theorem, for s ∈ [ti , ti+1], there exist
γi (s) ∈ [ti , ti+1] such that

I1 ≤ 1

Γ(α)

m∑
i=2

∫ ti+1

ti

∣∣∣∣ f (3)(γi (s), y(γi (s)))

3!
(s − ti−2)(s − ti−1)(s − ti ) (tm+1 − s)α−1

∣∣∣∣d s

≤ M

6Γ(α)

m∑
i=2

∣∣(si − ti−2)(si − ti−1)(si − ti )
∣∣∫ ti+1

ti

(tm+1 − s)α−1 d s

≤ M∆t 3

6Γ(α)

m∑
i=2

∫ ti+1

ti

(tm+1 − s)α−1 d s

= M∆t 3

6Γ(α+1)

m∑
i=2

(
(tm+1 − ti )α− (tm+1 − ti+1)α

)
= M tαm−1

6Γ(α+1)
∆t 3,

where M = sup
δ∈[0,T]

∣∣ f 3(δ, y(δ))
∣∣ and si ∈ [ti , ti+1] ■.

Lemma 3.1.2. Subject to f (., y(.)) ∈ C3 ([0,T]),∣∣∣∣∣ 1

Γ(α)

m∑
i=0

∫ ti+1

ti

(
f (s, y(s))−Ni (s)

)
(tm+1 − s)α−1 d s

∣∣∣∣∣≤ C̃∆t q , (3.39)
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where C̃ > 0 and

q =


2 if i = 0,

3 if i ∈ {1, . . . ,m} .

(3.40)

Proof. This proof is analogous to that of Lemma 3.1.1 and thus has been omitted.■

Theorem 3.1.1. Suppose that f (., y(.)) ∈ C3 ([0,T]) ful�ls a Lipschitz condition
with respect to its second variable. Then, for the predictor-corrector scheme (3.35-
3.36), we have

max
0≤i≤m+1

∣∣y (ti )− yi
∣∣=O

(
∆t 2) . (3.41)

Proof. Using the assumtions stated in the theorem, formulas (3.35) and (3.36), Lem-
mas 3.1.1 and 3.1.2, and simple mathematical induction for 0 ≤ i ≤ m + 1, the result
follows directly. ■

3.1.1.4 Caputo-Fabrizio fractional derivative

In this section, we will follow the same steps to derive a predictor-corrector scheme for
the Caputo-Fabrizio fractional initial-value problem

CF
0 Dα

t y(t ) = f (t , y(t )),

y(0) = y0,

(3.42)

where the fractional order α ∈ (0,1) and f is a nonlinear smooth function chosen such
that system (3.42) admits a unique solution y(t ). Similar to the previous section, we apply
the left-sided Caputo-Fabrizio fractional integral to both sides of the Caputo-Fabrizio
fractional di�erential equation in (3.42) and incoporate the initial condition (cf. [80]) to
produce

y(t )− y(0) = 1−α
M(α)

f (t , y(t ))+ α

M(α)

∫ t

0
f (s, y(s))d s,

which when evaluated at two points in time tm = m∆t and tm+1 = (m +1)∆t yields

y (tm)− y(0) = 1−α
M(α)

f
(
tm , y (tm)

)+ α

M(α)

∫ tm

0
f (s, y(s))d s,
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and

y (tm+1)− y(0) = 1−α
M(α)

f
(
tm+1, y (tm+1)

)+ α

M(α)

∫ tm+1

0
f (s, y(s))d s, (3.43)

respectively. Taking the di�erence of the two points produces

y (tm+1)− y (tm) = 1−α
M(α)

[
f
(
tm+1, y (tm+1)

)− f
(
tm , y (tm)

)]+ α

M(α)

∫ tm+1

tm

f (s, y(s))d s.

(3.44)
Function f (s, y(s)) can be approximated over the sub-interval [tm , tm+1] by means of
the same second order Newton polynomial (3.4), which was employed in the classical
derivative case. The result is

ym+1 = ym + α∆t

M(α)
f
(
tm+1, ym+1

)+ 1−α
M(α)

[
f
(
tm+1, y (tm+1)

)− f
(
tm , y (tm)

)]
+ α

M(α)

(
f
(
tm+1, ym+1

)− f
(
tm , ym

)
∆t

)∫ tm+1

tm

(s − tm+1)d s

+ α

M(α)

(
f
(
tm+1, ym+1

)−2 f
(
tm , ym

)+ f
(
tm−1, ym−1

)
2(∆t )2

)
×

∫ tm+1

tm

(s − tm) (s − tm+1)d s. (3.45)

Replacing the integrals by their respective values from (3.6) and (3.7) leads to the formula

ym+1 = ym + 1−α
M(α)

[
f
(
tm+1, y (tm+1)

)− f
(
tm , y (tm)

)]
+ α∆t

M(α)
f
(
tm+1, ym+1

)− [
f
(
tm+1, ym+1

)− f
(
tm , ym

)] α∆t

2M(α)

−[
f
(
tm+1, ym+1

)−2 f
(
tm , ym

)+ f
(
tm−1, ym−1

)] α∆t

12M(α)
. (3.46)

Again, the terms ym+1 appearing on the right hand side of the implicit formula (3.46) are
replaced by the prediction yP

m+1 obtained using the Atangana-Seda scheme developed
for the Caputo-Fabrizio fractional derivative in [8]. This yields the implicit corrector
formula

ym+1 = ym + 1−α
M(α)

[
f
(
tm+1, yP

m+1

)− f
(
tm , ym

)]
+ α

M(α)

×
[

5

12
f
(
tm+1, yP

m+1

)
∆t + 2

3
f
(
tm , ym

)
∆t − f

(
tm−1, ym−1

) ∆t

12

]
, (3.47)
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with the predictor term takes the following form:

yP
m+1 = ym + 1−α

M(α)

[
f
(
tm , ym

)− f
(
tm−1, ym−1

)]
+ α

M(α)

×
[

5

12
f
(
tm−2, ym−2

)
∆t − 4

3
f
(
tm−1, ym−1

)
∆t + 23

12
f
(
tm , ym

)
∆t

]
. (3.48)

3.1.1.5 Atangana-Baleanu Fractional Derivative

The third type of fractional derivative we would like to consider is the Atangana-Baleanu
derivative. Let us consider the initial-value problem

ABC
0 Dα

t y(t ) = f (t , y(t )),

y(0) = y0,

(3.49)

where, as usual, the fractional order α ∈ (0,1) and f is a smooth nonlinear function
that guarantees the existence of a unique solution y(t ) for (3.49). In order to obtain a
predictor-corrector numerical scheme that solves (3.49), we apply the left-sided Atangana-
Baleanu fractional integral to both sides of the Atangana-Baleanu fractional di�erential
equation in (3.49) and incoporate the initial condition (cf. [9]) to produce

y(t )− y(0) = 1−α
AB(α)

f (t , y(t ))+ α

AB(α)Γ(α)

∫ t

0
f (s, y(s))(t − s)α−1d s,

which leads to the approximation of y(t ) at tm+1 = (m +1)∆t given by

y (tm+1) = y(0)+ 1−α
AB(α)

f
(
tm+1, y (tm+1)

)+ α

AB(α)Γ(α)

m∑
i=0

∫ ti+1

ti

f (s, y(s)) (tm+1 − s)α−1 d s,

(3.50)
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where t0 = 0. Using the Newton polynomial (3.14) to approximate function f (s, y(s)) in
(3.50) yields

y(tm+1) = y(0)+ 1−α
AB(α)

f
(
tm+1, y (tm+1)

)
+ α

AB(α)Γ(α)

∫ t1

0

[
f (t0, y(t0))+

(
f (t1, y(t1))− f (t0, y(t0))

∆t

)
s

]
(tm+1 − s)α−1 d s

+ α

AB(α)Γ(α)

×
m∑

i=1

∫ ti+1

ti



f
(
ti+1, y (ti+1)

)
+ f (ti+1,y(ti+1))− f (ti ,y(ti ))

∆t (s − ti+1)

+ f (ti+1,y(ti+1))−2 f (ti ,y(ti ))+ f (ti−1,y(ti−1))
2(∆t )2

× (s − ti ) (s − ti+1)


(tm+1 − s)α−1 d s, (3.51)

which can be simpli�ed and rearranged to the form

ym+1 = y0 + 1−α
AB(α)

f
(
tm+1, y (tm+1)

)
+ α

AB(α)Γ(α)
f (t0, y0)

∫ t1

0
(tm+1 − s)α−1 d s

+ α

AB(α)Γ(α)

(
f (t1, y1)− f (t0, y0)

∆t

)∫ t1

0
s (tm+1 − s)α−1 d s

+ α

AB(α)Γ(α)

m∑
i=1

f
(
ti+1, yi+1

)∫ ti+1

ti

(tm+1 − s)α−1 d s

+ α

AB(α)Γ(α)

m∑
i=1

f
(
ti+1, yi+1

)− f
(
ti , yi

)
∆t

∫ ti+1

ti

(s − ti+1) (tm+1 − s)α−1 d s

+ α

AB(α)Γ(α)

m∑
i=1

f
(
ti+1, yi+1

)−2 f
(
ti , yi

)+ f
(
ti−1, yi−1

)
2(∆t )2

×
∫ ti+1

ti

(s − ti ) (s − ti+1) (tm+1 − s)α−1 d s. (3.52)
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Replacing the integrals with their respective values from (3.19)-(3.22) leads to

ym+1 = y0 + 1−α
AB(α)

f
(
tm+1, y (tm+1)

)
+ α(∆t )α

AB(α)Γ(α+1)
f (t0, y0)

[
(m +1)α−mα

]
+ α(∆t )α

AB(α)Γ(α+2)

(
f (t1, y1)− f (t0, y0)

)[
(m +1)α+1 −mα+1 − (α+1)mα

]
+ α(∆t )α

AB(α)Γ(α+1)

m∑
i=1

f
(
ti+1, yi+1

)[
(m − i +1)α− (m − i )α

]
+ (∆t )α

Γ(α+2)

m∑
i=1

(
f
(
ti+1, yi+1

)− f
(
ti , yi

))[
(m − i −α)(m − i +1)α− (m − i )α+1]

+ (∆t )α

2Γ(α+3)

m∑
i=1

(
f
(
ti+1, yi+1

)−2 f
(
ti , yi

)+ f
(
ti−1, yi−1

))

×

 (m − i +1)α
[
2(m − i )2 −α(m − i +1)+2(m − i )

]
−(m − i )α

[
2(m − i )2 +α(m − i )+2(m − i )

]
 . (3.53)

Using the notation Υm−1 de�ned earlier in (3.24)-(3.25) and replacing the terms ym+1 on
the right hand side of the formula by the predicted value yP

m+1, we obtain the predictor-
corrector method described by the implicit formula

ym+1 = y0 + 1−α
AB(α)

f
(
tm+1, yP

m+1

)+ α

AB(α)
Υm−1 + α(∆t )α

AB(α)Γ(α+1)
f (t0, y0)

[
(m +1)α−mα

]
+ α(∆t )α

AB(α)Γ(α+2)

(
f (t1, y1)− f (t0, y0)

)[
(m +1)α+1 −mα+1 − (α+1)mα

]
+ α(∆t )α

AB(α)Γ(α+1)
f
(
tm+1, yP

m+1

)+ α2(∆t )α

AB(α)Γ(α+2)

(
f
(
tm , ym

)− f
(
tm+1, yP

m+1

))
− α2(∆t )α

2AB(α)Γ(α+3)

(
f
(
tm+1, yP

m+1

)−2 f
(
tm , ym

)+ f
(
tm−1, ym−1

))
, (3.54)
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with the improved explicit Atangana-Seda predictor

yP
m+1 = y0 + 1−α

AB(α)
f
(
tm , ym

)+ α(∆t )α

AB(α)Γ(α+1)

1∑
i=0

f
(
ti , yi

)[
(m − i +1)α− (m − i )α

]
+ α(∆t )α

AB(α)Γ(α+2)

1∑
i=0

(
f
(
ti+1, yi+1

)− f
(
ti , yi

))
×[

(m − i +1)α+1 − (m − i )α+1 − (α+1)(m − i )α
]

+ α(∆t )α

AB(α)Γ(α+1)

m∑
i=2

f
(
ti−2, yi−2

)[
(m − i +1)α− (m − i )α

]
+ α(∆t )α

AB(α)Γ(α+2)

m∑
i=2

(
f
(
ti−1, yi−1

)− f
(
ti−2, yi−2

))

×

 (m − i +1)α(m − i +3+2α)

−(m − i )α(m − i +3+3α)


+ α(∆t )α

2AB(α)Γ(α+3)

m∑
i=2

[
f
(
ti , yi

)−2 f
(
ti−1, yi−1

)+ f
(
ti−2, yi−2

)]

×

 (m − i +1)α
[
2(m − i )2 + (3α+10)(m − i )+2α2 +9α+12

]
−(m − i )α

[
2(m − i )2 + (5α+10)(m − i )+6α2 +18α+12

]
 . (3.55)

Note that this predictor is obtained in the same way as that of the Caputo derivative in
Section 3.1.1.2.

Concluding Remarks

Remark 3.1.1.

• The predictor term yP
m+1 used in each of the previous scenarios can be replaced

by any other scheme including, for instance, the ones in [27, 77]. In the cases of
the Caputo-Fabrizio/Atangana-Baleanu fractional derivatives, some minor modi-
�cations would have to be made to the methods.

• In the initial-value problem (3.11), if n−1 < αÉ n ∈N and y0 =
(
y0,1, . . . , y0,n

)
, then

the initial value y0 on the right hand side of (3.35) and (3.36) needs to be replaced
by the sum

n−1∑
k=0

t k
m+1

k !
y0,k+1.
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3.1.2 Examples and numerical experiments
In this section, we will present simulation results obtained by means of the predictor-
corrector numerical methods proposed in this paper for di�erent initial value problems.
In the last example, we will consider a fractional activator-inhibitor Gierer-Meinhardt
model whose dynamics are to be analyzed based on the obtained numerical solutions.
Throughout this section, we use the absolute error

max
0≤i≤m+1

∣∣y (ti )− yi
∣∣ .

In addition, we use the acronyms: predictor–corrector (PC), proposed predictor–corrector
(PPC), Atangana–Seda (AS), improved Atangana–Seda (IAS), two step Adams-Moulton
(TSAM), and three step Adams-Bashforth (TSAB).

Example 3.1.1. We start with the classical initial-value problem
d y(t )

d t = 2y(t )+3,

y(0) = 1,

(3.56)

which has the exact solution
y(t ) = 5

2
e2t − 3

2
. (3.57)

Figure 3.1 depicts the exact solution (3.57) along with the numerical solutions obtained by
means of the proposed method and the standard Atangana-Seda method. The absolute
error results are shown in Table 3.1 for di�erent values of the numerical step size. We
see that the proposed method for the classical derivative given in (3.9) as well as the
Caputo method in (3.36) applied with α= 1 achieve a considerably lower error than the
two-step Adams-Bashforth (cf. [14, p. 110]) methods.

Example 3.1.2. Let us consider another initial-value problem with a classical
derivative: 

d y(t )
d t =−cos(2t )y2(t ),

y(0) = 1.

(3.58)

The exact solution of this problem is known to be

y(t ) = 2

2+ sin(2t )
. (3.59)

The exact solution (3.59) is depicted in Figure 3.2 alongside the numerical solution ob-
tained by means of the proposed numerical scheme (3.9) and the Atangana-Seda solution.
The error performance is detailed in Table 3.2. Again, the proposed schemes achieve a
noticeably superior performance.
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Time t
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

y
(t

)

0

2

4

6

8

10

12

14

16

18

Exact solution
Atangana! Seda
Proposed PC

Figure 3.1: Solution of problem (3.56) for t ∈ [0,1].

Time t
0 5 10 15 20 25 30

y
(t

)

0.5

1

1.5

2

2.5

Exact solution
Atangana! Seda
Proposed PC

Figure 3.2: Solution of problem (3.58) for t ∈ [0,30].
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Example 3.1.3. Next, we consider the fractional Caputo initial-value problem
C
0 Dα

t y(t ) = tβ,

y(0) = 0,

(3.60)

for some real constant β, which admits the unique exact solution

y(t ) = Γ(β+1)

Γ(α+β+1)
tα+β. (3.61)

Figure 3.3 shows the exact solution (3.61) along with the numerical solution obtained by
means of the proposed predictor corrector scheme (3.36) and the standard and improved
Atangana-Seda methods for β = 0.9 and α ∈ {0.25,0.87}. The absolute error results are
presented in Table 3.3 for the same value of β and α ∈ {0.25,0.56,0.87} with di�erent nu-
merical step sizes. In all scenratios, the absolute error achieved by the proposed method
is lower than the improved Atangana-Seda method, which in turn is lower than the
standard one.

Time t
0 0.5 1 1.5 2 2.5 3

y
(t

)

0

0.5

1

1.5

2

2.5

3

3.5
, = 0:25

Exact solution
Proposed PC
Improved AS
Atangana! Seda

Time t
0 0.5 1 1.5 2 2.5 3

y
(t

)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
, = 0:87

Exact solution
Proposed PC
Improved AS
Atangana! Seda

Figure 3.3: Solution of problem (3.60) for β= 0.9 and t ∈ [0,3].
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Example 3.1.4. Let us consider the fractional Caputo initial-value problem
C
0 Dα

t y(t ) = 2t 2−α
Γ(3−α) − t 1−α

Γ(2−α) − y(t )− t + t 2,

y(0) = 0.

(3.62)

The exact solution of (3.62) can be shown to be

y(t ) = t 2 − t . (3.63)

Figure 3.4 and Table 3.4 present the numerical solutions of (3.62) in comparison to the
exact solution (3.63) for di�erent fractional orders and numerical steps sizes. Again,
the proposed method (3.36) is superior to the Atangana-Seda method and the improved
method (3.35).

Time t
0 0.2 0.4 0.6 0.8 1

y
(t

)

-0.25

-0.2

-0.15

-0.1

-0.05

0
, = 0:4

Exact solution

Proposed PC

Improved AS

Atangana ! Seda

Time t
0 0.2 0.4 0.6 0.8 1

y
(t

)

-0.25

-0.2

-0.15

-0.1

-0.05

0
, = 0:9

Exact solution

Proposed PC

Improved AS

Atangana ! Seda

Figure 3.4: Solution of problem (3.62) for t ∈ [0,1].
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Example 3.1.5. In the previous examples, we considered some simple single dif-
ferential equations with known exact solutions. Let us now analyze a realistic fractional
activator-inhibitor model using analytical stability theory and validate the theoretical
results numerically by means of the proposed method. Consider the system described
by 

C
0 Dα

t a(t ) = %0%+ c%a(t )2

h(t ) −µa(t ),

C
0 Dα

t h(t ) = c ′%′a(t )2 −νh(t ),

a(0) = a0, h(0) = h0,

(3.64)

where a(t ) and h(t ) denote the concentrations of the activator and inhibitor substances
at time instant t , respectively. The constants %0,%,c ,µ,c ′,%′,a0,h0 and ν are assumed to be
positive real numbers, and the fractional di�erentiation order α ∈ (0,1]. For α= 1, system
(3.64) reduces to the well known Gierer-Meinhardt model describing the morphogenesis
process [43, 93]. Morphogenesis is the biological process driving living organisms to
take speci�c shapes. Inclusion of a di�usion part in the Gierer-Meinhardt model was
useful in modeling the head formation of a fresh-water animal known as hydra [42]. It
is well established that system (3.64) admits the unique equilibrium point (cf. [93]):

E∗ = (a∗,h∗), (3.65)

where
a∗ = %0%c ′%′+ c%ν

µc ′%′
, (3.66)

and
h∗ = c ′%′

ν
(a∗)2. (3.67)

Evaluating the Jacobian matrix of system (3.64) at the unique equilibrium E∗ yields

J|E∗ =


2cµν

cν+c ′%′%0
−µ − c

%

(
µν

cν+c ′%′%0

)2

2%(cν+c ′%′%0)
µ −ν

 . (3.68)

The determinant and trace of the Jacobian are given by

trJ|E∗ = 2µνc

νc +%0%′c ′
−µ−ν, (3.69)

and
detJ|E∗ =µν, (3.70)
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respectively. Hence, the characteristic equation of associated with E∗ is

λ2 −λtrJ|E∗ +detJ|E∗ = 0, (3.71)

leading to the eigenvalues

λ1,2 = 1

2

(
trJ|E∗ ±

√
tr2J|E∗ −4detJ|E∗

)
. (3.72)

The dynamics of (3.64) can be analyzed by means of the results in [5, Section 3]. Firstly,
if the discriminant of (3.71) is equal to zero, i.e.

tr2J|E∗ −4detJ|E∗ = 0, (3.73)

the eigenvelues (3.72) reduce to the real quantity

λ1,2 = 1

2
trJ|E∗ . (3.74)

Hence, the equilibrium E∗ is asymptotically stable when trJ|E∗ < 0 and unstable when
trJ|E∗ > 0 for all α ∈ (0,1].

Secondly, if the discriminant is strictly positive, i.e.

tr2J|E∗ −4detJ|E∗ > 0, (3.75)

the eigenvalues (3.72) are also real. However, we distinguish two cases with respect to
the asymptotic stability:

• If trJ|E∗ > 0, then

λ1 = 1

2

(
trJ|E∗ +

√
tr2J|E∗ −4detJ|E∗

)
> 0. (3.76)

Thus,
∣∣arg(λ1)

∣∣= 0 and E∗ is unstable for all α ∈ (0,1].

• If trJ|E∗ < 0, then ∣∣arg(λ1,2)
∣∣=π> απ

2
for α ∈ (0,1]. (3.77)

Thus, E∗ is asymptotically stable for all α ∈ (0,1].

Thirdly, if the discriminant is strictly negative, i.e.

tr2J|E∗ −4detJ|E∗ < 0, (3.78)

the eigenvalues become

λ1,2 = 1

2

(
trJ|E∗ ± i

√
4detJ|E∗ − tr2J|E∗

)
, (3.79)

leading to three distinguishable cases:
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• If trJ|E∗ = 0, then
λ1,2 =±i

√
detJ|E∗ , (3.80)

leading to ∣∣arg(λ1,2)
∣∣= π

2
> απ

2
for α ∈ (0,1). (3.81)

Hence, E∗ is asymptotically stable for all α ∈ (0,1).

• If trJ|E∗ < 0, then ∣∣arg(λ1,2)
∣∣> π

2
> απ

2
for α ∈ (0,1), (3.82)

and, consequently, E∗ is asymptotically stable for all α ∈ (0,1].

• If trJ|E∗ > 0, then E∗ is asymptotically stable for all α ∈ (0,1) if

tan2 (∣∣arg
(
λ1,2

)∣∣)= 4µν
(
cν+%0%

′c ′
)2(

cν(µ−ν)−%0%′c ′(µ+ν)
)2 > tan2

(απ
2

)
+1, (3.83)

and unstable for all α ∈ (0,1) if

4µν
(
cν+%0%

′c ′
)2(

cν(µ−ν)−%0%′c ′(µ+ν)
)2 < tan2

(απ
2

)
+1. (3.84)

Remark 3.1.2. If the unique equilibrium E∗ of (3.64) is unstable for some α ∈
(0,1), then E∗ is also unstable for α = 1. Since an exact solution is not available for
system (3.64), visualizing the system dynamics requires numerical solutions, which can
be obtained using the proposed predictor-corrector method described by (3.35)-(3.36).
The parameters adopted for the simulations are listed in Table 3.5.
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Table 3.5: Parameter values of system (3.64) adopted in the numerical simulations.

Parameter %0 % µ ν c %′ c ′ a0 h0

Value 1 1 4 2 3 1 1 2 3

Condition (3.78) can be easily veri�ed and trJ|E∗ = 6
7 > 0. For α= 0.85, we have

tan2 (∣∣arg
(
λ1,2

)∣∣)= 392

9
> tan2

(απ
2

)
+1 ≈ 18.3497, (3.85)

which implies that the equilibrium E∗ = ( 7
4 , 49

32 ) is asymptotically stable. The numerical
solutions and corresponding phase plot depicted in Figures 3.5 and 3.6, respectively,
agree with the theoretical analysis as the solution converges towards ( 7

4 , 49
32 ). For α =

0.95, we have

tan2 (∣∣arg
(
λ1,2

)∣∣)= 392

9
< tan2

(απ
2

)
+1 ≈ 162.4476, (3.86)

and thus, the equilibrium E∗ = ( 7
4 , 49

32 ) is unstable. Again, the numerical results shown in
in Figures 3.7 and 3.8 coincide with the theoretical results as the solution is periodically
stable around ( 7

4 , 49
32 ). According to Remark 2, we conclude that the equilibrium E∗ of

(3.64) is unstable for α= 1. This result is con�rmed by the numerical results depicted in
Figures 3.9 and 3.10.
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Figure 3.5: The numerical solution of system (3.64) for α = 0.85 with the parameters
listed in Table 3.5.

a(t)
0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6

h
(t

)

0.5

1

1.5

2

2.5

3

(a0; h0)
E$ = (a$; h$)

Figure 3.6: Phase plot of system (3.64) for α = 0.85 with the parameters listed in Table
3.5.
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Figure 3.7: The numerical solution of system (3.64) for α = 0.95 with the parameters
listed in Table 3.5.
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Figure 3.8: Phase plot of system (3.64) for α = 0.95 with the parameters listed in Table
3.5.
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Figure 3.9: The numerical solution of system (3.64) for α= 1 with the parameters listed
in Table 3.5.
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Figure 3.10: Phase plot of system (3.64) for α= 1 with the parameters listed in Table 3.5.
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3.2 Apredictor-correctormethod for variable-order frac-
tional delay-di�erential systemswithmultiple lags

Due to its e�ectiveness in real world fractional delay di�erential equations is receiving
importance in various branches of science [25, 38, 54], the last one is dynamical systems
involving non-integer order as well as time delays. The delay introduces information
from the past and introduction it in the model enriches its dynamics and allows a precise
description of the real life phenomena, the applications of delay di�erential equations
is clearly observed in many practical systems such as neuroscience, automatic control,
tra�c models, lasers, and so on [24, 36].
On the other hand, a fractional calculus has been acknowledged as a promising math-
ematical tool to e�ciently describe the historical memory and hereditary properties of
complex dynamic systems [40]. However, various literature indicated that the mem-
ory and hereditary properties of the system may change with time or other conditions
[63, 102]. Hence, the variable-order fractional derivatives provide an excellent approach
for the modeling of memory and hereditary properties [98, 100].
The variable-order fractional calculus are an extension of the classical fractional calcu-
lus, namely the order of fractional derivatives or integrals depends on the time and/or
another variable. In 1993, Samko and Ross [95] �rstly proposed the variable-order in-
tegral and di�erential as well as some basic properties. After that, the variable-order
di�erential operators have been discussed by several authors [20, 96, 101]. Since the
kernel of the variable order derivatives which appear in di�erential equations has a
variable-exponent, analytical solutions of variable order fractional di�erential equations
are more di�cult to obtain, thus the e�ective and applicable numerical techniques for
solving such equations are always needed. But numerical techniques to solve variable
order fractional di�erential equations are at the early stage of growth. Several recent re-
searches concerned with the exictence, uniqueness and numerical solutions of variable
order fractional delay di�erential equations [103, 71, 50].

The purpose of this section is to present numerical solutions of variable-order frac-
tional delay di�erential equations with multiple lags based on the Adams-Bashforth-
Moulton method, where the derivative is de�ned in the Caputo variable-order fractional
sense. Since the variable-order fractional derivatives contain classical and fractional
derivatives as special cases and also single delay is a special case of multiple delays, sev-
eral results of references are signi�cantly generalized. The error analysis for this method
is given and the e�ectiveness of the algorithm is highlighted with numerical examples.

3.2.1 Formulation of numerical method
Throughout this sub-section we denote by VOFDDEs for variable-order fractional delay-
di�erential equations with multiple lags.
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In this part, we modi�ed the Adams-Bashforth-Moulton predictor-corrector method de-
scribed in [28] to solve VOFDDEs. We consider VOFDDEs de�ned by

C
0 Dα(t )

t y(t ) =Ψ(
t , y(t ), y(t −τ1), . . . , y(t −τk )

)
, t ∈ [0,T], k ∈N∗, (3.87)

y(t ) =φ(t ), t ∈ [−τ,0], τ= max{τ1 . . . ,τk } , (3.88)

where y(t ) = (
y1, . . . , yN

)
, N ∈N∗, T > 0, 0 < α(t ) É 1 and τ j Ê 0, j = 1, . . . ,k; denotes

the delay coe�cients. Furthermore, we assume that Ψ ∈ C
(
[0,T]×RkN+N,RN

)
. Consider

a uniform grid
{

ti = i h : i =−m j ,−m j +1, . . . ,−1,0,1, . . . ,n

}
, where m j and n are in-

tegers such that n = [T
h

]
and m j = τ j

h , for j = 1, . . . ,k . Note that

y(ti −τ j ) = y(i h −m j h) = y(ti−m j ), i = 0, . . . ,n; j = 1, . . . ,k. (3.89)

Now, the approximation to the delayed term y(ti −τ j ) which consist of the following
two types.

• When τ j is constant. Susppose that (m j − δ j )h = τ j with 0 É δ j < 1. When
δ j = 0, y(ti −τ j ) can be approximated by

y(ti −τ j ) ≈


yi−m j if i > m j

φi if i É m j

, j = 1, . . . ,k. (3.90)

When 0 < δ j < 1, j = 1, . . . ,k cannot be calculated directly. Let ωi+1, j be the ap-
proximation to y(ti+1 −τ j ) for the case (m j − 1)h < τ j < m j h, j = 1, . . . ,k . On
interpolating it by the two nearest points, that is

ωi+1, j = δ j yi−m j+2 + (1−δ j )yi−m j+1, (3.91)

the last equality implies the implicit of the numerical equation if m j > 1 which
can be directly determined. However, when m j = 1 and δ j 6= 0, that is τ j < h the
�rst term in the right-hand side of (3.91) is δ j yi+1. Further prediction is required
in this case, that is

ωi+1, j = δ j yP
i+1 + (1−δ j )yi . (3.92)
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• When τ j is time varying. If τ j = τ j (t ) the approximation seems to be intricate.
Let
ωi+1, j ≈ y(ti+1−τ j ), the linear interpolation of yl at point t = ti+1−τ j (ti+1) is used
to approximate the delay term. Let τ j (ti+1) = (mi+1, j −δi+1, j )h where mi+1, j ∈Z+
and δi+1, j ∈ [0,1), then

ωi+1, j = δi+1, j yi−mi+1, j+2 + (1−δi+1, j )yi−mi+1, j+1. (3.93)

Further prediction is required if mi+1, j = 1 in the �rst term in the right-hand side
of (3.93) and it is not needed if mi+1, j > 1. Hence in each step of the computational
procedure, a condition mi , j = 1 or not is initially checked for further prediction or
not.

Without loss of generality, we restrict to the �rst case study, we display the numerical
algorithm for VOFDDEs (3.87)-(3.88).
By applying 0Iα(ti+1)

ti+1
on both sides of (3.87) and using (3.88), we get to:

y(ti+1) =φ(0)+ 1

Γ(α(ti+1))

∫ ti+1

0
(ti+1−σ)α(ti+1−1)Ψ(σ, y(σ−τ1), . . . , y(σ−τk ))dσ. (3.94)

Further, the integral in equation (3.94) is evaluated using product trapezoidal quadrature
formula. Then by using (3.89) the corrector formula is thus (we denote the numerical
calculation of y by y)

y(ti+1) =φ(0)+ hαi+1

Γ(αi+1 +2)
Ψ(ti+1, y(ti+1), y(ti+1−m1 ), . . . , y(ti+1−mk ))

+ hαi+1

Γ(αi+1 +2)

i∑
j=0

a j ,i+1Ψ(t j , y(t j ), y(t j−m1 ), . . . , y(t j−mk )),
(3.95)

where αi+1 = α(ti+1) and

a j ,i+1 =


iαi+1+1 − (i −αi+1)(i +1)αi+1 , j = 0,

(i − j +2)αi+1+1 −2(i − j +1)αi+1+1 + (i − j )αi+1+1, 1 É j É i −1,

2(2αi+1 −1), j = i ,

1, j = i +1.

(3.96)

Now, we replace y(ti+1) on the right hand side of (3.95) by an approximation yP(ti+1),
called predictor. Product rectangle rule is used in (3.94) to derive predictor term:

yP(ti+1) =φ(0)+ hαi+1

Γ(αi+1 +1)

i∑
j=0

b j ,i+1Ψ(t j , y(t j ), y(t j−m1 ), . . . , y(t j−mk )), (3.97)

where
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b j ,i+1 =
{

(i − j +1)αi+1 − (i − j )αi+1 , 0 É j É i −1,

1, j = i .
(3.98)

The algorithm to solve (3.87)-(3.88) is as follows

Algorithm 1 Solving fractional delay-di�erential system with multiple lags.
Input: Ψ= [Ψ1, . . . ,ΨN],α(t ),τ= [τ1, . . . ,τk ],T,φ(t ) = [φ1(t ), . . . ,φN(t )],h.

1. Compute values n,m j ,δ j ,αi .

2. Set, M = max{m1, . . . ,mk }.

3. For i = 0 : −1 : −M, y(i h) =φ(i h).

4. For i = 1 : n do

• Compute y(ti −τ j );

• Compute yP(ti+1);
• Evaluate ωi+1, j ;
• Compute y(ti+1).

Output: φ(−Mh),φ(−Mh +h), . . . ,φ(−h),φ(0), y(t1), . . . , y(tn).

3.2.2 Error analysis of the numerical scheme
Under the following condition on Ψ,

‖Ψ(t ,u1,u2 . . . ,uk+1)−Ψ(t , w1, w2 . . . , wk+1)‖RN ≤
k+1∑
j=1

L j
∥∥u j −w j

∥∥
RN , (3.99)

for all t ∈ [0,T], u j , w j ∈RN and L j > 0, for j = 1, . . . ,k +1. we can get
Theorem 3.2.1. Suppose the solution y ∈ C2 ([0,T]) of (3.87)-(3.88) satis�es the

following two conditions:∥∥∥∥∥
∫ ti+1

0
(ti+1 −σ)αi+1−1C

0 Dαi+1
σ y(σ)dσ− hαi+1

αi+1

i∑
j=0

b j ,i+1
C
0 Dαi+1

t y(t j )

∥∥∥∥∥
RN

≤ Ctγ1

i+1hθ1 ,

(3.100)

∥∥∥∥∥
∫ ti+1

0
(ti+1 −σ)αi+1−1C

0 Dαi+1
σ y(σ)dσ− hαi+1

αi+1(αi+1 +1)

i∑
j=0

a j ,i+1
C
0 Dαi+1

t y(t j )

∥∥∥∥∥
RN

≤ Ctγ2

i+1hθ2 ,

(3.101)
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with some γ1,γ2 Ê 0, and θ1,θ2 > 0, then for some suitable T > 0, we have

max
0É jÉn

∥∥y(t j )− y(t j )
∥∥
RN ≤K hq , (3.102)

where n = [ T
h ], q = min{θ1 +α(t ),θ2}, and C,K are a positive constants.

Proof. We prove the result by using the mathematical induction. Suppose that the
conclusion is true for j = 0, . . . , i . From the assumptions (3.99), note that

‖Ψ(t ,u1,u2 . . . ,uk+1)−Ψ(t , w1, w2 . . . , wk+1)‖RN ≤ CNhq
k+1∑
j=1

L j , (3.103)

where CN > 0, from (3.87), (3.103) and the following inequality

hαi+1

αi+1

i∑
j=0

b j ,i+1 É Tαi+1

αi+1
, (3.104)

we have ∥∥∥y(ti+1)− yP(ti+1)
∥∥∥
RN

≤ CTγ1

Γ(αi+1)
hθ1 + C1Tαi+1

Γ(αi+1 +1)
hq , (3.105)

where C1 > 0. Since
hαi+1

αi+1(αi+1 +1)

i∑
j=0

a j ,i+1 ≤ Tαi+1 (3.106)

and thanks to (3.101), (3.103), (3.105), we have∥∥y(ti+1)− y(ti+1)
∥∥
RN ≤K hq . (3.107)

For the detailed, see [103].

3.2.3 Examples and numerical experiments
The computer code of Algorithm 1, was written in Matlab, and the time step used in the
simulation was h = 1

10 .
Example 3.2.1. Consider a VOFDDEs version of delay di�erential equation given

in [112] 
C
0 Dα(t )

t y(t ) = 2y(t−2)
1+y(t−2.6)9.65 − y(t ),

y(t ) = 0.5, t É 0.

(3.108)

The approximate solution of (3.108) for fractional derivative α = 0.95 is shown in Fig.
3.11, whereas Fig. 3.12 shows phase portrait of the system i.e. plots of y(t ) versus y(t−2)
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and y(t ) versus y(t−2.6) for the same value of α. It be analysed from this �gures that the
system (3.108) shows chaotic behaviour almost di�erent to those generated by a single
delay (see [103]).
Fig. 3.13 shows the numerical solution of (3.108) for the variable order fractional deriva-
tive α(t ) = 0.93− 1

e t+1 , and phase portrait of the system (3.108) for α(t ) = 0.93− 1
e t+1 is

shown in Fig. 3.14. In the following experiment, we have changed the variable order
fractional derivative by α(t ) = 2.8+sin(t )

4 , and the approximate solution is shown in Fig.
3.15, Fig. 3.16 shows the phase portrait of the system (3.108) for the same value of deriva-
tive.
The portrait phase of the variable order fractional derivative (Fig. 3.14 and Fig. 3.16)
shows us that the chaotic behaviour is more complicated than fractional derivative and
thus the general behavior of the solution of system (3.108) depends on kind of derivative.
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Figure 3.11: The numerical solution of system (3.108) with fractional derivative.
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Figure 3.12: Phase plot of system (3.108) with fractional derivative.
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Figure 3.13: The numerical solution of system (3.108) with VO fractional derivative.
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Figure 3.14: Phase plot of system (3.108) with VO fractional derivative.
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Figure 3.15: The numerical solution of system (3.108) with VO fractional derivative.
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Figure 3.16: Phase plot of system (3.108) with VO fractional derivative.
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Example 3.2.2. Consider a VOFDDEs version of four dimensional enzyme kinetics
with an inhibitor molecule given in [78]

C
0 Dα(t )

t y1(t ) = 10.5− y1(t )
1+0.0005y3

4 (t−4)
,

C
0 Dα(t )

t y2(t ) = y1(t )
1+0.0005y3

4 (t−4.8)
− y2(t ),

C
0 Dα(t )

t y3(t ) = y2(t )− y3(t ),

C
0 Dα(t )

t y4(t ) = y3(t )− y4(t ),

y(t ) = [60,10,10,20]T, t É 0.

(3.109)

where y(t ) = [y1(t ), y2(t ), y3(t ), y4(t )]T.

The approximate solution of (3.109) for fractional derivative α(t ) = 0.98 is shown in
Fig. 3.17, which looks a bit di�erent to the system (3.109) generated by a single delay
(see [103]). In Fig. 3.18, we depict approximate solutions of system (3.109) for variable
order fractional derivative α(t ) = 0.97− 1

e t+1 , Fig. 3.19 shows numerical solution of sys-
tem (3.109) for variable order fractional derivative α(t ) = 0.93− 1

e t+1 . In the following,
we have selected the variable order fractional derivative α(t ) = 2.8+sin(t )

4 , it has many
variation on [0,160], Fig. 3.20, showed a completely di�erent behavior of system (3.109).
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Figure 3.17: The numerical solution of system (3.109) with α(t ) = 0.98.
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Figure 3.18: The numerical solution of system (3.109) with α(t ) = 0.97− 1
e t+1 .
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Figure 3.19: The numerical solution of system (3.109) with α(t ) = 0.93− 1
e t+1 .

0 20 40 60 80 100 120 140 160
0

10

20

30

40

50

60

70

Time t

y1

y2

y3

y4

Figure 3.20: The numerical solution of system (3.109) with α(t ) = 2.8+sin(t )
4 .
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3.3 Method of lines for time-fractional reaction-di�usion
systems

In this section, We propose a numerical method for solving time fractional order reaction
di�usion system. The numerical method are obtained considering the Method of Lines
(MOL) approach, the partial derivatives with respect to the space variables are discretized
to obtain a system of ODEs in the time and then the algorithms in previous two sections
can be used to solve this fractional ODE system. This method is compared with the �nite
di�erence method applied to a speci�c model of time fractional order reaction-di�usion.

3.3.1 Numerical simulation of time-fractional reaction di�usion
systems

We consider the following time-fractional reaction-di�usion system (TFRD):

CDα1
0,t u −d1

∂2u

∂x2
= F(u, v) in ΩT,

CDα2
0,t v −d2

∂2v

∂x2
= G(u, v) in ΩT,

u(x,0) =ϕ(x) on Ω,

v(x,0) =ψ(x) on Ω,

∂u

∂x
= ∂v

∂x
= 0, on ∂Ω.

(3.110)

Where Ω= [0,L], ΩT = [0,L]× [0,T], ∂Ω= {0,L}; d1,d2,L,T > 0, u := u(x, t ), v := v(x, t ),
0 < α j É 1 for j = 1,2; We assume that the functions F,G,ϕ,ψ satisfy the conditions in
order that the solution of the system (3.110) exists and is unique.
The �rst step in our solution process is to replace ∂2u

∂x2 , ∂2v
∂x2 in the �rst and second equa-

tions of (3.110) by a �nite di�erence approximation accurate to order such as

∂2ui

∂x2
= ui−1 −2ui +ui+1

∆x2
,
∂2vi

∂x2
= vi−1 −2vi + vi+1

∆x2
, i = 1,N. (3.111)

Where ∆x = L
N , N ∈ N− {1,2}, and ui = u(i∆x, t ), vi = v(i∆x, t ). The region is divided

into the strips by N+1 dividing straight lines (hence the name method of lines) parallel to
the t direction, therefore system (3.110) becomes a system of fractional order di�erential
equations and can be written in matrix form as
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CDα1
0,t U(t ) = d1AU(t )+ (F(u0, v0), . . . ,F(uN, vN))> in [0,T] ,

CDα2
0,t V(t ) = d2AV(t )+ (G(u0, v0), . . . ,G(uN, vN))> in [0,T] ,

U(0) = U0, V(0) = V0.

(3.112)

Where, A is an (N+1)× (N+1) matrix given by

A = 1

h2



−2 2 0 . . . 0 0 0

1 −2 1 . . . 0 0 0

0 1 −2 . . . 0 0 0

... ... ... . . . ... ... ...

0 0 0 . . . −2 1 0

0 0 0 . . . 1 −2 1

0 0 0 . . . 0 2 −2



, (3.113)

and U(t ) = (u0, . . . ,uN)>, V(t ) = (v0, . . . , vN)>, U0 =
(
ϕ(0),ϕ(∆x), . . . ,ϕ(N∆x)

)>,
V0 =

(
ψ(0),ψ(∆x), . . . ,ψ(N∆x)

)>. Now, we can solve the system (3.112) by the suggested
algorithms in the previous two sections.

3.3.1.1 Examples and numerical experiments

We consider speci�c time-fractional reaction-di�usion model, with the Schnackenberg
nonlinear reaction (see [31]):
F(u(x, t ), v(x, t )) = 0.14−u(x, t )+u2(x, t )v(x, t ), G(u(x, t ), v(x, t )) = 0.54−u2(x, t )v(x, t ).

The unique positive constant steady state solution is denoted by E∗ = (u∗, v∗), where

u∗ = a +b, v∗ = b

(a +b)2
.

We choice di�erent parameters for simulation, as the table below shown:
Figures (k = 1,2) α j , j = 1,2 d1 d2 L T ϕ(x) ψ(x)

set 1 Ak , Ck α1 = α2 =
√

5
9 0.01 0.02 8 50 0.68+ cos(x)

10 0.78+ cos(x)
10

set 2 Bk , Dk α1 = 1
3 , α2 = 1

2 0.01 0.02 8 120 0.68+ cos(x)
12 0.78+ sin(x)

12
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The Numerical solutions are obtained by �nite de�erence method (FDM) and method
of lines (MOL).

Figure 3.21: The numerical solution of time-fractional Schnackenberg model by FDM

Figure 3.22: The numerical solution of time-fractional Schnackenberg model by MOL



CHAPTER

4

COUPLED REACTION-DIFFUSION SYSTEMS ON
TIME-VARYING SPATIAL DOMAINS

“Tell me - a nut-cracker
mathematician exclaims - just tell me
in rigorous mathematical terms what
the main problem in embryology is,
and I will solve it.
OK, here is the problem: What is the
mathematical formulation of the main
problem(s) in embryology?”

Micha Gromov (see [16])

Since the spatial domains in several �elds (e.g. biomathematics) are living organ-
isms (cells). In this context, the evolution of the spatial domain in which interactions
(changes) take place is a basic concept for understanding the dynamics of models. Thus,
a good illustration of reaction-di�usion models must include the evolution of the spatial
domain (cf. [15, 64]). This chapter is a partial contribution to answering the open ques-
tion about the global existence of solutions for reaction-di�usion systems on a class of
time-varying spatial domains, as well as the behavior of solutions. The results appearing
in this context have been published throught [32, 33].

89



CHAPTER 4. Coupled reaction-di�usion systems on time-varying spatial domains 90

4.1 Formulation of reaction-di�usion systems on isotrop-
ically evolving spatial domains

LetΩt is a subset ofRN with (N ∈N), where it satis�es the following properties: bounded,
simply connected, time-varying, and its moving boundary ∂Ωt has some smoothness.
Through to a suitable Cl -di�eomor�sm (l ≥ 2) ρt : Ω0 → Ωt , the time-varying domain
Ωt can be re�red into a static domain Ω0 (see Figure 1.1). Furthermore, we assume that
the di�eomor�sm ρt is to be a C2 map with respect to the variable t . Flow velocity
ϑ (x, t ) resulting from the change in the volume (over time) of domain Ωt generates two
extra terms (ϑ.∇u, and u (∇.ϑ) which are called an advection term and a dilution term,
respectively) to the equations of classical reaction–di�usion model, for more details (see
sub-sub-section 1.3.2). In the present chapter, we deal with some classes of semilinear
parabolic equations on a class of evolving domains, which take all along this chapter,
the following basic assumptions:

(EDA1) The �ow velocity ϑ(x, t ), given by

ϑ= dx

dt
. (4.1)

(EDA2) Isotropic domain deformation, i.e., the di�eomor�sm Ξt , satis�es (for T > 0)

ρt (y) = x = χ(t )y, y = (y1, . . . , yN) ∈Ω0, t ∈ [0,T] , (4.2)

with χ ∈ C2
(
R+;R∗+

)
, moreover χ(0) = 1.

Remark 4.1.1. Thanks to the assumptions (EDA1)-(EDA2), the �ow velocity ϑ has
the following explicit form

ϑ(x, t ) = χ̇(t )

χ(t )
x, x ∈Ωt , t ∈ [0,T] , (4.3)

where χ̇(t ) := dχ(t )

dt
. Thus, the divergence of the �ow velocity ϑ is given by

∇.ϑ= N
χ̇(t )

χ(t )
. (4.4)

By means the difeomorphism ρt , each function ui (i = 1, . . . ,m) of the system (1.39)
can be mapped as a new function ui with the following relation:

ui (y, t ) := ui (ρt (y), t ) = ui (x, t ), i = 1, . . . ,m, (4.5)
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where (ui )m
i=1 =: u. Then, for each i = 1, . . . ,m

∂ui

∂t
= ∂ui

∂t
+∇u.

∂ρ−1
t (x)

∂t
= ∂ui

∂t
−ϑ.∇ui , (4.6)

∇.(ϑui ) = ϑ.∇ui +ui (∇.ϑ) = ϑ.∇ui +N
χ̇(t )

χ(t )
ui , (4.7)

∆ui =
N∑

j=1
H y ui

∂ρ−1
t (x)

∂x j
.
∂ρ−1

t (x)

∂x j
+∇ui .

∂2ρ−1
t (x)

∂x2
j

= 1

χ2(t )
∆ui , (4.8)

where ρ−1
t denotes the inverse of ρt with respect to the spatial variable, and H y ui

denotes the Hessian matrix of ui (for i = 1, . . . ,m). Therefore, the system (1.39) (suppose
that f (x, t ,u) = f (u) := ( fi (u))m

i=1) is transformed in equivalent way into the auxiliary
reaction-di�usion system in the static reference domain Ω0:

∂ui

∂t
− di

χ2
∆ui = fi (u)−N

χ̇

χ
ui in Ω0 × (0,T] , i = 1, . . . ,m,

∂ui

∂ν
= 0 on ∂Ω0 × {t > 0}, i = 1, . . . ,m,

ui (y,0) = u0i (y) on Ω0, i = 1, . . . ,m.

(4.9)

By using the following change of variables (cf. [55]):

%(t ) :=
∫ t

0

d s

χ2(s)
, (4.10)

and ûi (y,%) := v i (y, t ), within system (4.9). Then, the system (1.39) is equivalent to the
following reaction-di�usion system in the static reference domain Ω0:



∂ûi

∂t
−di∆ûi = χ2 fi (û)−Nχ̇χûi in Ω0 ×

(
0,T

]
, i = 1, . . . ,m,

∂ûi

∂ν
= 0 on ∂Ω0 × {t > 0}, i = 1, . . . ,m,

ûi (y,0) = û0i (y) on Ω0, i = 1, . . . ,m,

(4.11)

where (ûi )m
i=1 =: û, T = %(T), and we have used (without ambiguity) the fact %(t ) = t .
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4.2 Global existence for activator-inhibitor reaction-
di�usion systems on a class of evolving domains

The aim of this section is to give a positive answer to the open question about the global
existence, uniqueness and uniform boundedness of solution for Gierer-Meinhardt sys-
tem on spatially linear isotropically evolving domain.

4.2.1 Formulation of coupled activator-inhibitor reaction-di�usion
systems on time-varying spatial domains

In this section we deal with the Gierer-Meinhardt type system on a time-varying domain
which takes the following form:



∂u

∂t
+∇.(ϑu)−d1∆u =σ1 −µ1u +ρ1(u, v)

up

v q
in Ωt × (0,T] ,

∂v

∂t
+∇.(ϑv)−d2∆v =σ2 −µ2v +ρ2(u, v)

ur

v s
in Ωt × (0,T] ,

∂u

∂ν
(x, t ) = ∂v

∂ν
(x, t ) = 0 on ∂Ωt × {t > 0},

u(y,0) = u0(y), v(y,0) = v0(y) on Ω0,

(4.12)

where T > 0, u := u(x, t ), v := v(x, t ), x := x(t ) = (x1(t ), . . . , xN(t )), with ν being the unit
outer normal to ∂Ωt , p > 1, σ2, s Ê 0, q,r,σ1,µi ,di > 0, ρi ∈ C1

(
R2+;R+

)
(i = 1,2). All

along the sub-section, we will use the following assumptions:

(A1) The �ow velocity ϑ(x, t ) is identical to the domain velocity, i.e., ϑ= dx

dt
.

(A2) Isotropic domain deformation, i.e., the di�eomor�sm Ξt satis�es

x =Ξt (y) = χ(t )y, y ∈Ω0, x ∈Ωt , t ∈ [0,T], (4.13)

where χ ∈ C2
(
R+;R∗+

)
, and χ(0) = 1.

(A3) There exist C1,C2,C3 > 0, such that

C1 ÉΥi (t ) :=µiχ
2(t )+Nχ(t )

dχ (t )

dt
ÉC2, ∀t ∈ [0,T ) ,T > 0 (i = 1,2), (4.14)

and

χ(t ) ÊC3, ∀t > 0. (4.15)
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(A4) p −1

r
< min

( q

s +1
,1

)
.

(A5) There exist ρ
i
,ρi > 0 (i = 1.2), such that

ρ
i
É ρi (w1, w2) É ρi , wi Ê 0 (i = 1,2). (4.16)

Remark 4.2.1. If the domain growth function χ has positive derivative (e.g. logistic
function which is feasible in biology) then for any µ1,µ2 ∈R∗+ satisfy the assmption (A3).
By means the difeomorphism ρt , u and v can be mapped as a new functions with the

following de�nition:

u(y, t ) := u(Ξt (y), t ) = u(x, t ), v(y, t ) := v(Ξt (y), t ) = v(x, t ). (4.17)

Then, similar to (4.5)-(4.8) the system (4.12) can be transformed in equivalent way into
the auxiliary reaction-di�usion system in the static reference domain Ω0:

∂u

∂t
− d1

χ2(t )
∆u =σ1 −

(
µ1 +N

χ̇(t )

χ(t )

)
u +ρ1(u, v)

up

v q in Ω0 × (0,T] ,

∂v

∂t
− d2

χ2(t )
∆v =σ2 −

(
µ2 +N

χ̇(t )

χ(t )

)
v +ρ2(u, v)

ur

v s in Ω0 × (0,T] ,

∂u

∂ν
(y, t ) = ∂v

∂ν
(y, t ) = 0 on ∂Ω0 × {t > 0},

u(y,0) = u0(y), v(y,0) = v0(y) on Ω0.

(4.18)

By using the change of variables (4.10), and

û(y,%) := u(y, t ), v̂(y,%) := v(y, t ), (4.19)

within system (4.18). Then, the system (4.12) is equivalent to the following reaction-
di�usion system in the �xed reference domain Ω0:



∂û

∂t
−d1∆û =σ1χ

2(t )+χ2(t )ρ1(û, v̂)
ûp

v̂ q
−Υ1(t )û =: F(û, v̂) in Ω0 ×

(
0,T

]
,

∂v̂

∂t
−d2∆v̂ =σ2χ

2(t )+χ2(t )ρ2(û, v̂)
ûr

v̂ s
−Υ2(t )v̂ =: G(û, v̂) in Ω0 ×

(
0,T

]
,

∂û

∂ν
(y, t ) = ∂v̂

∂ν
(y, t ) = 0 on ∂Ω0 × {t > 0},

û(y,0) = u0(y), v̂(y,0) = v0(y) on Ω0,

(4.20)
where T = %(T), and without ambiguity we have used the fact t := %.
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4.2.2 Local existence and uniqueness of lower-bounded solution
Since the nonlinearity (F,G) is continuously di�erentiable onR+×R∗+ and by suppose that
u0, v0 ∈ L∞(Ω0). It is a classical task to show the existence of a unique local nonnegative
classical solution of system (4.20) on [0,Tmax), where Tmax is the eventual blowing-up
time in L∞(Ω0) (see e.g. [46, 92]). By the equivalence of the systems (4.12) and (4.20), we
get to the following result

Theorem 4.2.1. Suppose that u0, v0 ∈ L∞(Ω0), and (A1)-(A2) are satis�ed. Then
the system (4.12) admits a unique classical solution (u, v) on Ωt × [0,Tmax), where
0 < Tmax É∞. Moreover,

if Tmax <∞, then lim
t→Tmax

(‖u(., t )‖L∞(Ωt ) +‖v(., t )‖L∞(Ωt )
)=+∞. (4.21)

The following result follows from the comparison principle.

Corollary 4.2.1. Under the same assumptions given in Theorem 4.2.1, in addition
(A2) and u0, v0 > 0 hold. Then there exists C > 0, such that

û(y, t ), v̂(y, t ) ≥C , ∀y ∈Ω0, ∀t ∈
(
0,Tmax

)
. (4.22)

Remark 4.2.2. Since the systems (4.12) and (4.20) are equivalent, then we have the
same result of Corollary 4.2.1 for the solution of system (4.12).

4.2.3 Existence of global solution
To prove the global existence of solution for system (4.12), it su�ces to prove the global
existence of solution for system (4.20). Thus our task amounts to establish a uniform
boundedness of ‖ũ(., t )‖∞ and ‖v̂(., t )‖∞ on

[
0,Tmax

)
. to do that is enough to derive a

uniform estimate for
∥∥∥∥ ũp

v̂ q

∥∥∥∥
Lτ(Ω0)

on
[

0,Tmax

)
for some τ> N

2 . For this purpose, we use

the following candidate Lyapunov functional:

L (t ) =
∫
Ω0

ûα

v̂β
d y, (4.23)

where
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(A6) α and β are positive constants, such that

α≥ 2max

(
1,

C2

C1

)
, and 2d1d2

(d1 +d2)2
≥ β. (4.24)

Now we are ready to state the main result and the proof will be mentioned later after
some preparatory.

Theorem 4.2.2. We assume that the conditions (A1)-(A5) hold, in addition
u0, v0 ∈ L∞(Ω0), and u0, v0 > 0, then the solution of the system (4.12) is global and
uniformly bounded.

The proof of Theorem 4.2.2 based on the following results.

Lemma 4.2.1. Let p, q,r, s the same parameters of system (4.12) satisfy (A4). For
all α,β,γ,ε> 0, there exist K :=K (α,β,γ),δ> 0 and θ := θ(α) ∈ (0,1), such that

α
w p+α−1

zq+β ≤ εβ w r+α

zs+β+1
+ε−δK

(
wα

zβ

)θ
, w ≥ 0, z ≥ γ. (4.25)

Proof. Following the footsteps the proof of [88, Lemma 33.11], and we use ε-Young’s
inequality instead of Young’s inequality. ■

Proposition 4.2.1. Let (û, v̂) the solution of (4.20) onΩ0×
[

0,Tmax

)
. We assume

that the conditions (A1)-(A6) hold, then there exists a positive constant Ĉ such that
the functional L satis�es

L (t ) ≤ Ĉ, ∀t ∈
[

0,Tmax

)
. (4.26)

Proof. Let T
∗ ∈

(
0,Tmax

)
. By using the homogeneous Neumann conditions on the

boundary and the Green’s formula, we get

d

dt
L (t ) =I1 +I2 +

∫
Ω0

Q (v̂∇û, û∇v̂)
ûα−2

v̂β+2
d y, (4.27)



CHAPTER 4. Coupled reaction-di�usion systems on time-varying spatial domains 96

where the notations above represent

I1 =−αΥ1(t )L (t )+ασ1χ
2(t )

∫
Ω0

ûα−1

v̂β
d y +αχ2(t )

∫
Ω0

ρ1 (û, v̂)
ûp+α−1

v̂ q+β d y,

I2 = βΥ2(t )L (t )−βσ2χ
2(t )

∫
Ω0

ûα

v̂β+1
d y −βχ2(t )

∫
Ω0

ρ2 (û, v̂)
ûr+α

v̂ s+β+1
d y,

Q (v̂∇û, û∇v̂) =−α(α−1)d1v̂2 |∇û|2 +αβ(d1 +d2)v̂∇û.û∇v̂ −β(β+1)d2û2 |∇v̂ |2 ,

Q is a quadratic form with respect to v̂∇û and û∇v̂ , in the light of assumption (A6)
Q (v̂∇û, û∇v̂) is nonpositive, thus we obtain

d

dt
L (t ) ≤I1 +I2 =: I . (4.28)

On the other hand, thanks to the assumptions (A3) and (A5), we get

I ≤ (−αC1 +βC2
)
L (t )+ασ1χ

∫
Ω0

ûα−1

v̂β
d y +

∫
Ω0

R(û, v̂)d y, (4.29)

where χ := max
t∈

[
0,T

∗]χ2(t ), and

R(û, v̂) := χαρ1
ûp+α−1

v̂ q+β −βC 2
3 ρ2

ûr+α

v̂ s+β+1
. (4.30)

By virtue of Corollary 4.2.1 and Lemma 4.2.1 with ε =
C 2

3 ρ2

ρ1χ
(taking into account the

assumptions made), we get

R(û, v̂) ≤ ρ1χε
−δK

(
ûα

v̂β

)θ
, (4.31)

where the constants δ,K > 0 and θ ∈ (0,1) are mentioned in Lemma 4.2.1. Estimate
(4.28) can be expressed by (4.29)-(4.31), as follows

d

dt
L (t ) ≤ (−αC1 +βC2

)
L (t )+ασ1χ

∫
Ω0

(
ûα

v̂β

) α−1
α

(
1

v̂
β
α

)
d y +ρ1χε

−δK
∫
Ω0

(
ûα

v̂β

)θ
d y,

(4.32)
By virtue of Corollary 4.2.1 and using Holder’s inequality, we obtain

d

dt
L (t ) ≤ (−αC1 +βC2

)
L (t )+C3L (t )

α−1
α +C4L

θ(t ), (4.33)
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where C3 := ασ1χ |Ω0| 1
α

C
β
α

, and C4 := ρ1χ

(
ρ1χ

C 2
3 ρ2

)δ
K |Ω0|1−θ. Thanks to the assumption

(A6), we have
(−αC1 +βC2

)< 0, on the other hand, since C3,C4 > 0, and θ, α−1
α ∈ (0,1),

then according to [67, Lemma 2.2], there exists a positive constants Ĉ satis�es the desired
inequality (4.26). ■

Lemma 4.2.2. Let (û, v̂) the solution of system (4.20) on Ω0×
[

0,Tmax

)
, then for

τ ∈ [1,+∞), we have
ûp

v̂ q
∈ L∞

((
0,Tmax

)
;Lτ (Ω0)

)
, (4.34)

Proof. For su�ciently large α and thanks to the Young’s inequality, forthermore to
the Corollary 4.2.1, we obtain∫

Ω0

ûpτ

v̂ qτ
d y =

∫
Ω0

(
ûpτ

v̂
βpτ
α

)
v̂
βpτ
α −qτd y

≤ L (t )+
∫
Ω0

1

v̂ (αq−βp)τ(α−pτ)−1 d y

≤ Ĉ+ |Ω0|
C (αq−βp)τ(α−pτ)−1 , (4.35)

on
(
0,Tmax

)
. Thus, the desired result is achieved. ■

Proof. (Theorem 4.1.2) Thanks to the transformations (4.17) and (4.19), it su�ces
to prove that the solution (û, v̂) of system (4.20) satis�es the following estimate:

∀t ∈
(
0,Tmax

)
, ‖û(., t )‖L∞(Ω0) +‖v̂(., t )‖L∞(Ω0) ≤G (t ), (4.36)

where G ∈ C (R+;R+). Indeed, thanks to the Lemma 4.2.2 and LP-regularity theory for
the heat operator; We get

C5 := sup
t∈

(
0,Tmax

)‖û(., t )‖L∞(Ω0) <∞. (4.37)

Let T
∗ ∈

(
0,Tmax

)
, through the comparison principle, v̂ is bounded from above by the

solution V̂ of the following initial-boundary value problem:
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∂V̂

∂t
−d1∆V̂ =σ2χ+ρ2χCû,v̂ −C1V̂ in Ω0 ×

(
0,T

∗)
,

∂V̂

∂ν
(y, t ) = 0 on ∂Ω0 × {t > 0},

V̂(y,0) = v̂0(y) on Ω0,

(4.38)

where Cû,v̂ :=Cû,v̂ (C ,C5) > 0. Using again the LP-regularity theory for the heat opera-
tor, we get

sup
t∈

(
0,T

∗)‖v̂(., t )‖L∞(Ω0) ≤ sup
t∈

(
0,T

∗)∥∥V̂(., t )
∥∥

L∞(Ω0) <∞. (4.39)

According to (4.37) and (4.39), the assertion (4.36) holds, hence the proof is complete. ■

4.2.4 Examples and numerical experiments
In this sub-section, we consider as examples a special cases of system (4.12). We have
used numerical analysis and Matlab computer simulation to obtain Figures for the aim
to examine the theoretical results mentioned above in this chapter.

Example 4.2.1. In system (4.12) the parameters are selected as:
σ1 = 3 µ1 = 5 p = 2 q = 1

σ2 = 2 µ2 = 3 r = 2 s = 0

 , (4.40)

and

ρ1(u, v) = 10

1+10−4 ×u2
, ρ1(u, v) = 1

2
, ∀u, v ∈R∗+. (4.41)

The logistic growth of domain’s evolution function is considered:

χ(t ) = 5

1+e(ln(4)−t )
, ∀t ∈R+, (4.42)

with the initial data (for y ∈Ω0 := (1,3) ⊂R):
u0

(
y
)= 2.8−0.03cos

(
y
)

,

v0
(
y
)= 2.53−0.03cos

(
y
)

.

(4.43)

It is not di�cult to verify that the parameters (4.40) and the functions (4.41)-(4.43) satisfy
the conditions of Theorem 4.2.2.
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Figure 4.1: The approximate solution of system (4.12) on evolving domain Ωt =
(χ(t ),3χ(t )), subject to the parameters in Example 1.

Figure 4.1 depicts the approximate solution of the system (4.12) in the case of evolving
(logistic growth) domain according to the input (4.40)-(4.43), which con�rms the theo-
retical existence and uniform boundedness results; Moreover, shows interesting vertical
patterns.

Example 4.2.2. In system (4.12) the parameters are selected as:
σ1 = 1 µ1 = 9 p = 2 q = 2

σ2 = 0 µ2 = 10 r = 2 s = 1

 , (4.44)

and

ρ1(u, v) = 3, ρ1(u, v) = 2, ∀u, v ∈R∗+. (4.45)

The exponential growth of domain’s evolution function is considered:

χ(t ) = e0.03t , ∀t ∈R+, (4.46)
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Figure 4.2: The approximate solution of system (4.12) on evolving domainΩt = (0,4χ(t )),
subject to the parameters in Example 2.

with the initial data (for y ∈Ω0 := (0,4) ⊂R):
u0

(
y
)= 0.38−0.03cos

(
y
)

,

v0
(
y
)= 0.53−0.03cos

(
y
)

.

(4.47)

It is clear that the parameters (4.44) and the functions (4.45)-(4.47) satisfy the conditions
of Theorem 4.2.2.

Figure 4.2 depicts the approximate solution of the system (4.12) in the case of evolv-
ing (exponential growth) domain according to the input (4.44)-(4.47), which con�rms
the theoretical existence and uniform boundedness results; Moreover, shows interesting
horizontal patterns.
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4.3 Global existence and asymptotic stability for a class
of reaction-di�usion systems on growing domains

The main purpose of this section is to extend the result of A. Barabanova [10] on the
global existence, uniqueness, uniform boundedness, and the asymptotic behavior of so-
lutions for a weakly coupled class of reaction-di�usion systems on a growing domain
with an isotropic growth, as well as numerical simulations are used to a�rm and support
the analytical �ndings.

4.3.1 Formulation of a class of coupled reaction-di�usion sys-
tems on growing domains

In this section, we study a class of reaction-di�usion systems on a growing domain, that
take the form:

∂u
∂t +∇. (ϑu)−d1∆u + f (u, v) = 0 in Ωt × (0,T) ,

∂v
∂t +∇. (ϑv)−d2∆v − f (u, v) = 0 in Ωt × (0,T) ,

∂u
∂ν (x, t ) = ∂v

∂ν (x, t ) = 0 on ∂Ωt × (0,T) ,

u
(
y,0

)= u0(y) Ê 0, v
(
y,0

)= v0(y) Ê 0 in Ω0,

(4.48)

where T > 0, x := x (t ) = (x1 (t ) , . . . , xN (t )), ν is the unit outer normal to ∂Ωt , d1,d2 > 0,
and the function f ∈ C1

(
R2+;R+

)
. According to [6, 45, 48], R. H. Martin posed the initial

problem regarding the global existence of solutions on �xed domains when f (u, v) =
uv r . This gave rise to several interesting studies, with the a constraint on the initial
data. Firstly, N. Alikakos [6] established the global existence and L∞-bounds of solutions
for positive initial data and 1 É r É N+2

N . This result was extended by K. Masuda [68]
who showed that solutions to this system exist globally for all r Ê 1. A. Haraux and A.
Youkana [45] generalized the method of K. Masuda to nonlinearities of the type f (u, v) =
uψ (v) where

lim
η→∞

log
(
1+ψ(

η
))

η
= 0.

Perhaps the greatest accomplishment in this respect was achieved by A. Barabanova
[10] as she considered the condition ψ (v) É eαv . Her work included all the previous
results regarding the global existence of solutions to system (4.48) on �xed domains
for any dimention N. Other related results can be found in the literature taking into
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consideration di�erent forms of subgrowth nonlinearity with and without the addition
of other di�usion terms including [81, 48, 52, 53, 89, 4, 90, 3, 29].

The studies discussed above deal only with �xed domains. The open question of the
global existence of solutions for reaction-di�usion systems over time-varying domains
(cf. [49]) has been partially answered by C. Venkataraman et al. [105]. Throughout this
section, we impose the following assumptions:

(GDA1) The �ow velocity ϑ (x, t ) is identical to the domain velocity, i.e. ϑ= dx
dt .

(GDA2) Isotropic domain deformation, i.e. the di�eomor�sm ρt satis�es

x = ρt
(
y
)= χ (t ) y, y ∈Ω0, x ∈Ωt , t ≥ 0. (4.49)

(GDA3) χ ∈ C2
(
R+;R∗+

)
, χ (0) = 1, and

χd := inf
tÊ0

dχ (t )

dt
> 0. (4.50)

(GDA4) There exists a function ϕ ∈ C1 (R+;R+), where ϕ (0) = 0, and a constant α> 0 such
that

f (ξ,η) ≤ϕ (ξ)eαη, ∀(
ξ,η

) ∈R2
+. (4.51)

Remark 4.3.1. From assumptions (GDA1)-(GDA3), we note that the domain is
ever growing over a period of time, which is the case in several natural phenomena such
as the ones exhibiting linear or exponential growth.

By using the difeomorphism ρt , functions u and v can be mapped as the new func-
tions de�ned by:

u(y, t ) := u
(
ρt

(
y
)

, t
)= u (x, t ) ,

v(y, t ) := v
(
ρt

(
y
)

, t
)= v (x, t ) .

(4.52)

Then, similar to (4.5)-(4.8) the system (4.48) can be transformed in an equivalent way into
the following auxiliary reaction-di�usion system on the static reference domain Ω0:

∂u

∂t
− d1

χ2(t )
∆u + f

(
u, v

)+N
χ̇ (t )

χ (t )
u = 0 in Ω0 × (0,T) ,

∂v

∂t
− d2

χ2(t )
∆v − f

(
u, v

)+N
χ̇ (t )

χ (t )
v = 0 in Ω0 × (0,T) ,

∂u

∂ν

(
y, t

)= ∂v

∂ν

(
y, t

)= 0 on ∂Ω0 × (0,T) ,

u
(
y,0

)= u0
(
y
)Ê 0, v

(
y,0

)= v0
(
y
)Ê 0 in Ω0.

(4.53)
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By means the change of variables (4.10), and

û
(
y,%

)
:= u

(
y, t

)
, v̂

(
y,%

)
:= v

(
y, t

)
, (4.54)

within system (4.53). Thus, the system (4.48) is equivalent to the following reaction-
di�usion system on static domain Ω0:

∂û

∂t
−d1∆û =−χ2 (t ) f (û, v̂)−Nχ̇ (t )χ (t ) û =: F(û, v̂) in Ω0 ×

(
0,T

)
,

∂v̂

∂t
−d2∆v̂ = χ2 (t ) f (û, v̂)−Nχ̇ (t )χ (t ) v̂ =: G(û, v̂) in Ω0 ×

(
0,T

)
,

∂û

∂ν

(
y, t

)= ∂v̂

∂ν

(
y, t

)= 0 on ∂Ω0 ×
(
0,T

)
,

û
(
y,0

)= û0
(
y
)Ê 0, v̂

(
y,0

)= v̂0
(
y
)Ê 0 in Ω0,

(4.55)

where T = % (T). Note that without ambiguity we have used the fact that t = % (t ).

4.3.2 Local existence and uniqueness of positive solution
According to the assumptions stated above, the nonlinearity (F,G) is quasi-positive, i.e.
F

(
0,η

)
,G(ξ,0) Ê 0 for all ξ,η Ê 0. Hence, by supposing û0, v̂0 ∈ L∞ (Ω0), it is a classical

task to show the existence of a unique local nonnegative classical solution of system
(4.55) on [0,Tmax), where Tmax is the eventual blowing-up time in L∞ (Ω0) (see e.g.
[46, 92]). The equivalence of systems (4.48) and (4.55) leads to the following result.

Theorem 4.3.1. Suppose that u0, v0 ∈ L∞ (Ω0;R+) and (GDA1)-(GDA4) are
satis�ed. System (4.48) admits a unique nonnegative classical solution (u, v) on
Ωt × [0,Tmax), where 0 < Tmax É∞. Moreover,

if Tmax <∞, then lim
t→Tmax

(‖u (., t )‖L∞(Ωt ) +‖v (., t )‖L∞(Ωt )
)=+∞. (4.56)

By applying the comparison principle to the �rst equation of (4.55), the boundedness
of u(x, t ) follows such that

0 É u (x, t ) É ‖u0‖∞ , ∀ (x, t ) ∈Ωt × [0,Tmax) , (4.57)

where ‖.‖∞ := ‖.‖L∞(Ω0;R+). The following two Lemmas will become useful later on (cf.
[3]).
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Lemma 4.3.1. Let Φ and Ψ be two nonnegative continuous functions on R+
with

lim
ξ→+∞

Φ (ξ) =+∞.

Then, there exists a positive constant C such that

Ψ (ξ) (1−Φ (ξ)) ≤C , ∀ξ ∈R+. (4.58)

Lemma 4.3.2. Denoting the solution of (4.55) by (û, v̂), the following inequality
holds: ∫

Ω0

f (û, v̂)d y ≤− d

dt

∫
Ω0

û
(
y, t

)
d y. (4.59)

Proof. Integrating both sides of the �rst equation of (4.55) over Ω0 and combining
the result with the assumption (GDA3), yields the desired result. ■

4.3.3 Existence of global solution
To prove the global existence of solutions to the original system (4.48), it su�ces to prove
the global existence of solutions to the equivalent system (4.55). Hence, our task is to
establish the uniform boundedness of ‖v̂(., t )‖∞ on

[
0,Tmax

)
, to which end it is enough

to derive a uniform estimate for ‖G(û, v̂)‖Lp (Ω0) on
[

0,Tmax

)
for some p > N

2 . For this
purpose, we suggest the candidate Lyapunov functional

L (t ) =
∫
Ω0

[
βû +epαv̂ (v̂ +1)pσ (K− û)−µ

]
d x, (4.60)

where K, α, β, µ, σ and p are positive constants such that

‖u0‖∞ < K, µ<µ∗ := 4d1d2

(d1 −d2)2 , α< µ

Kp
, σÊ µ∗ (

µ+1
)

p
(
µ∗−µ) , (4.61)

with d1 6= d2 and β to be speci�ed at a later stage.

Theorem 4.3.2. We assume that conditions (GDA1)-(GDA4) hold and that
u0, v0 ∈ L∞ (Ω0;R+). Then, the solution of system (4.48) is global and uniformly
bounded on Ωt × [0,∞).
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The proof of the theorem has been omitted as it is an immediate consequence of the
following results.

Proposition 4.3.1. Let (û, v̂) be the solution of (4.55) on
[

0,Tmax

)
. Then, there

exist two positive constants C1 and C2 such that the functional L satis�es

d

dt
L (t ) ≤−C1L (t )+C2, ∀t ∈ [0,T

∗
], T

∗ ∈
(
0,Tmax

)
. (4.62)

Proof. Using Green’s formula and homogeneous Neumann conditions, we get

d

dt
L (t ) =I1 +I2 +I3 −

∫
Ω0

Q (∇û,∇v̂)epαv̂ (v̂ +1)pσ (K− û)−µ−2 d x. (4.63)

The notations used in this equality are de�ned as

I1 = β d

dt

∫
Ω0

û
(
y, t

)
d y,

I2 = Nχ̇ (t )χ (t )
∫
Ω0

[
µû

û −K
−pv̂

(
σ (v̂ +1)−1 +α)]

epαv̂ (v̂ +1)pσ (K− û)−µd x,

I3 = χ2 (t )
∫
Ω0

[
p (K− û)

(
α+σ (v̂ +1)−1)−µ]

f (û, v̂)epαv̂ (v̂ +1)pσ (K− û)−µ−1 d x,

and

Q (∇û,∇v̂) =µ(
µ+1

)
d1 |∇û|2 +µp (d1 +d2)

(
α+σ (v̂ +1)−1) (K− û)∇û.∇v̂

+pd2
(
pα2 +2pασ (v̂ +1)−1 +σ(

pσ−1
)

(v̂ +1)−2) (K− û)2 |∇v̂ |2 .

Note that Q is a binary quadratic form with respect to ∇û and ∇v̂ . In the light of (4.61),
Q (∇û,∇v̂) is nonnegative, which yields

d

dt
L (t ) ≤I1 +I2 +I3. (4.64)

From (4.61) and Lemma 4.3.1, we get

I2 ≤−Nχ̇ (t )χ (t )L (t )+Nχ̇(t )χ(t )
∫
Ω0

[
1−pv̂

(
σ (v̂ +1)−1 +α)]

epαv̂ (v̂ +1)pσ (K− û)−µd x,

(4.65)
I2 ≤−NχdL (t )+Nχ∗β̃ |Ω0|

(
K−‖u0‖∞

)−µ , (4.66)
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where β̃ is a positive constant and χ∗ = ∥∥χ̇χ∥∥L∞([0,T
∗

]). In addition,

I3 ≤ χ2 (
K−‖u0‖∞

)−µ−1
∫
Ω0

[
Kpσ− (

µ−Kpα
)

(v̂ +1)
]

epαv̂ (v̂ +1)pσ−1 f (û, v̂)d x,

(4.67)

I3 ≤ χ2β̂
(
K−‖u0‖∞

)−µ−1
∫
Ω0

f (û, v̂)d x, (4.68)

where β̂ is a positive constant and χ= ∥∥χ∥∥L∞([0,T
∗

]). By letting β= χ2β̂
(
K−‖u0‖∞

)−µ−1

and applying Lemma 4.3.2 to (4.68), we obtain the inequality (4.62) where

C1 = Nχd , C2 = Nχ∗β̃ |Ω0|
(
K−‖u0‖∞

)−µ . (4.69)

■

Corollary 4.3.1. Under the assumptions (GDA1)-(GDA4) and û0, v̂0 ∈
L∞ (Ω0;R+), the solution of system (4.55) is global and uniformly bounded on

[
0,%

)
,

where
% := lim

t→+∞%(t ). (4.70)

Proof. When d1 = d2, simple use of the maximal principle yields the announced
result. The case d1 6= d2 is not as straight forward. According to (GDA4) and (4.57),
there exists a positive constant C̃ such that

max
{

v̂ , f (û, v̂)
}≤ C̃ eαv̂ . (4.71)

The di�erential inequality (4.62) gives us L (t ) ≤ C2
C1

+L (0)e−C1t on
(
0,Tmax

)
. There-

fore, G(û, v̂) ∈ L∞
((

0,Tmax

)
;Lp (Ω0)

)
. By using the regularizing e�ect of the parabolic

equation (cf. [46, 44]), we obtain v̂ ∈ L∞
((

0,Tmax

)
;L∞ (Ω0)

)
. Then, together with (4.57),

we conclude that the solution of (4.55) is global and uniformly bounded on
[
0,%

)
. ■

4.3.4 Asymptotic behavior of solutions
In this subsection, we have inspired by the literature [109]. We establish the global
stability of solutions for system (4.53) based on the following Lyapunov function:

V (t ) = 1

2

∫
Ω0

[
ςu2 +2uv + v2]d y, (4.72)
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where
ς> (d1 +d2)2

4d1d2
. (4.73)

We need to have the following two Lemmas.

Lemma 4.3.3. ([65]) For a uniformly isotropic growing domain, the divergence
of the �ow velocity is constant if and only if the growth function is exponential.

Lemma 4.3.4. Let (u, v) be a solution of system (4.53) satisfying
(
u0, v0

) ∈(
C2

(
Ω0

))2
. Then, there exist ν ∈ (0,1) and C∗ > 0, such that

∥∥u(y, .)
∥∥

C
ν
2 +1([1,∞))

+∥∥v(y, .)
∥∥

C
ν
2 +1([1,∞))

≤ C∗, ∀y ∈Ω0, (4.74)

and ∥∥u(., t )
∥∥

Cν+2
(
Ω0

)+∥∥v(., t )
∥∥

Cν+2
(
Ω0

) ≤ C∗, ∀t ≥ 1. (4.75)

Proof. By the well-known parabolic-type Lp and Schauder estimates and embedding
theorems (see e.g. [56, 62, 110, 111]) we can get the desired results. ■

Now, we are ready to state the main result of this part.

Theorem 4.3.3. Assume that (GDA1)-(GDA4) hold, and let
(
u0, v0

) ∈ (
C2

(
Ω0

))2
,

we assume also the growth function is exponential. Then the constant steady state
(0,0) of system (4.53) is globally asymptotically stable in the sense that

lim
t→∞

∥∥u(., t )
∥∥∞ = lim

t→∞
∥∥v(., t )

∥∥∞ = 0. (4.76)

Proof. To prove that the equilibrium (0,0) of system (4.53) is globally asymptoti-
cally stable, we need to establish that V (t ) is a Lyapunov function. First, clearly V (t ) is
positive de�nite function. By simple use of Green’s formula and taking into account the
Neumann conditions, we get

d

dt
V (t ) = ς

∫
Ω0

u
∂u

∂t
d y +

∫
Ω0

(
∂u

∂t
v + ∂v

∂t
u

)
d y +

∫
Ω0

v
∂v

∂t
d y

=I1 +I2 +I3 +I4,
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where

I1 =−ς d1

χ2(t )

∫
Ω0

∣∣∇u
∣∣2 d y −ς

∫
Ω0

u f (u, v)d y −ςN
χ̇(t )

χ(t )

∫
Ω0

u2d y,

I2 =− d1

χ2(t )

∫
Ω0

∇u.∇vd y −
∫
Ω0

v f (u, v)d y −N
χ̇(t )

χ(t )

∫
Ω0

uvd y,

I3 =− d2

χ2(t )

∫
Ω0

∇u.∇vd y +
∫
Ω0

u f (u, v)d y −N
χ̇(t )

χ(t )

∫
Ω0

uvd y,

I4 =− d2

χ2(t )

∫
Ω0

∣∣∇v
∣∣2 d y +

∫
Ω0

v f (u, v)d y −N
χ̇(t )

χ(t )

∫
Ω0

v2d y.

Then
d

dt
V (t ) =J1 +J2,

where

J1 =− 1

χ2(t )

∫
Ω0

Q̃(∇u,∇v)d y, (4.77)

J2 = (1−ς)
∫
Ω0

u f (u, v)d y −2N
χ̇(t )

χ(t )

∫
Ω0

uvd y −ςN
χ̇(t )

χ(t )

∫
Ω0

u2d y −N
χ̇(t )

χ(t )

∫
Ω0

v2d y,

(4.78)

with
Q̃(∇u,∇v) = ςd1

∣∣∇u
∣∣2 + (d1 +d2)∇u.∇v +d2

∣∣∇v
∣∣2 .

According to (4.73), Q̃(∇u,∇v) is nonnegative quadratic form. Hence

J1 ≤ 0. (4.79)

From (4.73) and by using Young’s inequality, we get

ς> (d1 +d2)2

4d1d2
≥ 1, (4.80)

taking into account that (GDA3), (4.80) and u, v , f (u, v) ≥ 0 hold. Then

J2 ≤ 0. (4.81)

Thus, it follows from (4.79) and (4.81) that

d

dt
V (t ) =J1 +J2 ≤ 0. (4.82)

From (4.77) and (4.82), we get

d

dt
V (t ) ≤−ς

∫
Ω0

u2∇.ϑd y −
∫
Ω0

v2∇.ϑd y. (4.83)
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By Lemma 4.3.3, there exists c > 0, such that
d

dt
V (t ) ≤−ςc

∫
Ω0

u2d y, (4.84)

d

dt
V (t ) ≤−c

∫
Ω0

v2d y. (4.85)

Integrating (4.84) and (4.85) from 1 to t , we get∫ t

1

∫
Ω0

u2d yd s ≤ V (1)

ςc
<+∞, (4.86)∫ t

1

∫
Ω0

v2d yd s ≤ V (1)

c
<+∞. (4.87)

Hence ∫ +∞

1

∫
Ω0

u2d yd s <+∞, (4.88)∫ +∞

1

∫
Ω0

v2d yd s <+∞. (4.89)

From Lemma 4.3.4, we deduce

lim
t→∞

∫
Ω0

u2d y = lim
t→∞

∫
Ω0

v2d y = 0. (4.90)

By the well-known Gagliardo-Nirenberg inequality there exists C > 0, such that
∥∥u(., t )

∥∥∞ ≤C

(∥∥u(., t )
∥∥ N

N+2

W1,∞(Ω0)

∥∥u(., t )
∥∥ 2

N+2

L2(Ω0)
+∥∥u(., t )

∥∥
L2(Ω0)

)
, t > 0, (4.91)

∥∥v(., t )
∥∥∞ ≤C

(∥∥v(., t )
∥∥ N

N+2

W1,∞(Ω0)

∥∥v(., t )
∥∥ 2

N+2

L2(Ω0)
+∥∥v(., t )

∥∥
L2(Ω0)

)
, t > 0. (4.92)

It then follows from (4.90)-(4.92) and Lemma 4.3.4, that (4.76) holds.

4.3.5 Examples and numerical experiments
In this sub-section, we consider as examples a special cases of system (4.48). We have
used numerical analysis and a Matlab computer simulation to obtain Figures for the aim
to examine the behavior of the system’s solutions over time.

Example 4.3.1. The system parameters are selected as T = 30000 , (d1,d2) = (1,2),
f (u, v) = 10u6v7 (see [85]), and χ (t ) = e10−4t . The initial conditions are assumed to be

u0
(
y
)= 1.905+0.09cos

(
4πy

)
,

v0
(
y
)= 2.71−0.09sin

(
4πy

)
.
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Figures 4.3 and 4.4 depict the approximate solution of the system in the cases of �xed
and time-varying domains, respectively. Figure 4.4 con�rms the theoretical existence
and uniform boundedness results presented in Theorem 4.3.2 with parameters(

K,µ,µ∗,α, p,σ
)= (2,7,8,3,1.1,60) . (4.93)

Also in Figure 4.4, we can observe that the solution (u, v) do converge towards to (0,0).

Example 4.3.2. The system parameters are selected as T = 5000 , (d1,d2) = (1,3),
f (u, v) = 7ue

p
3v (see [10]), and χ (t ) = e3×10−4t . The initial conditions are assumed to be

u0
(
y
)= 0.73+0.09cos

(
4πy

)
,

v0
(
y
)= 0.93−0.09sin

(
4πy

)
.

Figures 4.5 and 4.6 depict the approximate solutions of the system in the cases of �xed
and variable domains, respectively. Figure 4.6 con�rms the theoretical existence and
uniform boundedness results presented in Theorem 4.3.2 with parameters(

K,µ,µ∗,α, p,σ
)= (

1,2,3,
p

3,1.1,10
)

. (4.94)

Also in Figure 4.6, we can observe that the solution (u, v) do converge towards to (0,0).

Example 4.3.3. The system parameters are selected as T = 800 , (d1,d2) = (1,5),
χ (t ) = e5×10−3t , and f (u, v) = u(u+v +1)

p
7eu2+3v . The initial conditions are assumed to

be 
u0

(
y
)= 0.07+0.02cos

(
2πy

)
,

v0
(
y
)= 1.9−0.4sin

(
2πy

)
.

Figures 4.7 and 4.8 depict the approximate solutions of the system in the cases of
�xed and variable domains, respectively. Figure 4.8 con�rms the theoretical existence
and uniform boundedness results presented in Theorem 4.3.2 with parameters

(
K,µ,µ∗,α, p,σ

)= (
0.1,1,

5

4
,5,

p
3,6

)
. (4.95)

Also in Figure 4.8, we can observe that the solution (u, v) do converge towards to (0,0).
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Figure 4.3: The approximate solution of system (4.48) on �xed domainΩ0 = (0,1), subject
to the parameters in Example 1.
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Figure 4.4: The approximate solution of system (4.48) on growing domain Ωt = (0,χ(t ))
where t ∈ [0,T], subject to the parameters in Example 1.
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Figure 4.5: The approximate solution of system (4.48) on �xed domainΩ0 = (0,2), subject
to the parameters in Example 2.
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Figure 4.6: The approximate solution of system (4.48) on growing domain Ωt = (0,2χ(t ))
where t ∈ [0,T], subject to the parameters in Example 2.
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Figure 4.7: The approximate solution of system (4.48) on �xed domainΩ0 = (0,3), subject
to the parameters in Example 3.
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Figure 4.8: The approximate solution of system (4.48) on growing domain Ωt = (0,3χ(t ))
where t ∈ [0,T], subject to the parameters in Example 3.
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4.4 Global existence and behavior of solutions for reaction-
di�usion systemswithmore than exponential non-
linearity on growing domains

This section primarily seeks to extend the results of B. Rebiai and S. Benachour [89] on
the global existence, uniqueness, uniform boundedness, and the asymptotic behavior of
solutions for a weakly coupled reaction-di�usion systems with exponential nonlinearity
on a growing domain with an isotropic growth, the desired results are obtained by using
Lyapunov functions’ method. The theoretical �ndings are supported and a�rmed by
numerical simulation.

4.4.1 Formulation of coupled reaction-di�usion systemswith ex-
ponential nonlinearity on growing domains

In the present sub-section, we deal with a class of semilinear parabolic equations with
exponential nonlinearity on a class of growing domains, which takes the form:

∂u
∂t +∇. (ϑu)−d1∆u + f1 (u, v) = 0 in QT(t ),

∂v
∂t +∇. (ϑv)−d2∆v − f2 (u, v) = 0 in QT(t ),

∂u
∂ν (x, t ) = ∂v

∂ν (x, t ) = 0 on ΓT(t ),

u
(
y,0

)= u0(y) Ê 0, v
(
y,0

)= v0(y) Ê 0 in Ω0,

(4.96)

where QT(t ) :=Ωt ×(0,T), ΓT(t ) := ∂Ωt ×(0,T), T > 0, x := (x1 (t ) , . . . , xN (t )), ν is the unit
outer normal to ∂Ωt , d1,d2 > 0, and fi ∈ C1

(
R2+;R+

)
(i = 1,2) where R+ := [0,+∞).

The problem concerning the existence of global solutions of system (4.96) on static
domain Ω := Ω0 (when f1 (u, v) = f2 (u, v) = uv r , r > 0) was proposed by R. H. Martin
(cf. [6, 45, 48]). This has given rise to several of interesting investigations, among them:
[6, 68, 44, 45, 72, 10, 53, 89, 3]. In [105] C. Venkataraman et al. have answered partially
to the open problem regarding the existence of global solutions of reaction-di�usion
equations on evolving domains. In their research, they proved the existence of unique
global solution for n-components (n ≥ 2) reaction-di�usion systems such that the re-
action functions satisfying polynomial growth condition and other conditions attached
to the Lyapunov-type function on bounded, isotropic, time-dependent domain for any
spatial dimension N. On the other hand, when the reaction functions of system (4.96)
have exponential growth, i.e.

f1(ξ,η) = f2(ξ,η) ≤ϕ (ξ)eαη, ∀(
ξ,η

) ∈R2
+,
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(where ϕ ∈ C1 (R+;R+), ϕ (0) = 0, and α > 0) the existence of global solutions, uniform
boundedness, as well as the asymptotic behavior of solutions for system (4.96) on a grow-
ing domain with an isotropic growth, they have been proved by R. Douai�a et al. (cf.
[32]). Throughout the present section, we use the following notations: R+ : [0,+∞) and
R∗+ := (0,+∞) , some conditions are imposed:

(A1) We assume that ϑ= dx
dt (i.e. the domain velocity equals the �ow velocity).

(A2) The di�eomor�sm ρt satis�es

x = ρt
(
y
)= χ (t ) y, y ∈Ω0, x ∈Ωt , t ≥ 0. (4.97)

i.e. the isotropic deformation of domain Ωt over time.

(A3) χ ∈ C2 (R+), χ(t ) > 0 for all t Ê 0, χ (0) = 1, and

χd := inf
tÊ0

dχ (t )

dt
> 0. (4.98)

(A4) f1(0,η) = 0, ∀η≥ 0.

(A5) There exists Ψ ∈ C1 (R+;R+), and β≥ 1 where limη→+∞ηβ−1ψ(η) = `≥ 0, such that

f2(ξ,η) ≤Ψ(
η
)

f1(ξ,η), ∀(
ξ,η

) ∈R2
+. (4.99)

(A6) There exists ϕ ∈ C1 (R+;R+), where ϕ (0) = 0, and a constant α> 0, such that

f2(ξ,η) ≤ϕ (ξ)eαη
β

, ∀(
ξ,η

) ∈R2
+, (4.100)

where β is the same as in (A5).

Remark 4.4.1. From the conditions (A1)-(A3) we note that the domain’s evolution
function χ is increasing function (e.g. exponential, linear growth, and others) which is
appearing in several natural phenomena (e.g. the spread of epidemics, the expansion of
the breeding area of bacteria, ect). Thanks to the di�eomorphism ρt , we can de�ne new
functions u and v related to u and v , as follows

u(y, t ) := u
(
ρt

(
y
)

, t
)= u (x, t ) ,

v(y, t ) := v
(
ρt

(
y
)

, t
)= v (x, t ) .

(4.101)
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Thus, the system (4.96) turns to the following system on static domain Ω0:

∂u
∂t − d1

χ2(t )
∆u + f1

(
u, v

)+N χ̇(t )
χ(t ) u = 0 in QT(0),

∂v
∂t − d2

χ2(t )
∆v − f2

(
u, v

)+N χ̇(t )
χ(t ) v = 0 in QT(0),

∂u
∂ν (x, t ) = ∂v

∂ν (x, t ) = 0 on ΓT(0),

u
(
y,0

)= u0
(
y
)
, v

(
y,0

)= v0
(
y
)

in Ω0.

(4.102)

Again, we need to do another transformation through the change of variables (4.10), and

û
(
y,%

)
:= u

(
y, t

)
, v̂

(
y,%

)
:= v

(
y, t

)
, (4.103)

within system (4.102), yields the following equivalent system on Ω0:

∂û
∂t −d1∆û = F1 (û, v̂) in QT(0),

∂v̂
∂t −d2∆v̂ = F2 (û, v̂) in QT(0),

∂û
∂ν (x, t ) = ∂v̂

∂ν (x, t ) = 0 on ΓT(0),

û
(
y,0

)= û0
(
y
)
, v̂

(
y,0

)= v̂0
(
y
)

in Ω0,

(4.104)

where

F1 (û, v̂) :=−χ2 (t ) f1 (û, v̂)−Nχ̇ (t )χ (t ) û,

F2 (û, v̂) := χ2 (t ) f2 (û, v̂)−Nχ̇ (t )χ (t ) v̂ ,

with T = % (T). we use that t = % (t ) (without ambiguity).

4.4.2 Local existence and uniqueness of positive solutions
According to the conditions mentioned in the previous sub-section, the reaction func-
tion (F1,F2) is quasipositive, i.e. F1

(
0,η

)
,F2 (ξ,0) Ê 0 for all ξ,ηÊ 0. Hence, by supposing

û0, v̂0 ∈ L∞ (Ω0), It is a well-known challenge to demonstrate the local existence, unique-
ness, and nonnegativity of classical solution to the system (4.104) on Ω0 × [0,Tmax) (cf.
[46, 92]). Hence, we get the following result:
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Theorem 4.4.1. We assume that u0, v0 ∈ L∞ (Ω0;R+) and (A1)-(A4) hold.
Then, there exists a unique nonnegative classical solution of the system (4.96) on
Ωt × [0,Tmax), where 0 < Tmax É∞. Furthermore,

if Tmax <∞, then

lim
t→Tmax

(‖u (., t )‖L∞(Ωt ) +‖v (., t )‖L∞(Ωt )
)=+∞. (4.105)

Thanks to the comparison principle, we get

0 É u (x, t ) É ‖u0‖∞ , ∀ (x, t ) ∈Ωt × [0,Tmax) , (4.106)

where ‖.‖∞ := ‖.‖L∞(Ω0;R+).

4.4.3 Existence of global solutions
In order to prove the existence of global solutions to the system (4.96) we will derive an
estimate for ‖F2 (û, v̂)‖Lp (Ω0) on

[
0,Tmax

)
for some p > N

2 . For this aim, we suggest the
following Lyapunov function (cf. [29]):

L (t ) =
∫
Ω0

epα(v̂+1)β

(K− û)µ
d y, (4.107)

where K,α,β,µ, p > 0, such that
‖u0‖∞ < K if `= 0,

‖u0‖∞ < K < 2µ
αβN` if `> 0,

(4.108)

and
β≥ 1, µ≤ 4d1d2

(d1 −d2)2
, (4.109)

with d1 6= d2.

Theorem 4.4.2. Suppose that u0, v0 ∈ L∞ (Ω0) and the conditions (A1)-(A6) hold.
Then, the solution of the main system (4.96) exists globally and it is uniformly bounded
onΩt×[0,∞). The proof of the theorem follows immediately from the following results.
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Proposition 4.4.1. The functional (4.107) satis�es the following di�erential
inequality:

d

dt
L (t ) ≤−C1L (t )+C2, ∀t ∈ [0,T

∗
], T

∗ ∈
(
0,Tmax

)
. (4.110)

Where C1 and C2 are some positive constants.

Proof. It is semilar to that found in the previous section. ■

Corollary 4.4.1. Under the assumptions (A1)-(A6) and û0, v̂0 ∈ L∞ (Ω0), the so-
lution (û, v̂) of system (4.104) is uniformly bounded. Thus, the solution (û, v̂) exits
globally.

Proof. It can be reached by following the same footsteps in the previous section. ■

4.4.4 Global stability of solutions
In this part, we prove the global stability of solution of the system (4.102) (thus, for the
main system) by using the following candidate Lyapunov function:

V (t ) = 1

2

∫
Ω0

[
ςu2 +2uv + v2]d y, (4.111)

where
ς> (d1 +d2)2

4d1d2
. (4.112)

We must have the following Lemma:

Lemma 4.4.1. Suppose that
(
u0, v0

) ∈ (
C2 (Ω0)∩C

(
Ω0

))2
. Let (u, v) be a solution

of system (4.102). Thus, there exist two positive constant ν ∈ (0,1) and C∗, such that
the following estimates hold:

∥∥u(y, .)
∥∥

C
ν
2 +1([1,∞))

+∥∥v(y, .)
∥∥

C
ν
2 +1([1,∞))

≤ C∗, ∀y ∈Ω0, (4.113)

and ∥∥u(., t )
∥∥

Cν+2
(
Ω0

)+∥∥v(., t )
∥∥

Cν+2
(
Ω0

) ≤ C∗, ∀t ≥ 1. (4.114)
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Proof. Thanks to the parabolic-type Lp and Schauder estimates as well as embedding
theorems (cf. [56, 62, 110, 111]) we can get the required results. ■

Theorem 4.4.3. Suppose that the assumptions (A1)-(A6) hold, in addition to

0 ÉΨ(η) É 1, ∀η ∈R+,

and let
(
u0, v0

) ∈ (
C2 (Ω0)∩C

(
Ω0

))2
, we suppose also the evolution function χ is ex-

ponential. Hence, the trivial solution (i.e. (0,0)) of system (4.102) is globally asymp-
totically stable in the following sense:

lim
t→∞

∥∥u(., t )
∥∥∞ = lim

t→∞
∥∥v(., t )

∥∥∞ = 0. (4.115)

Proof. It is semilar to that found in the previous section. ■

4.4.5 Examples and numerical experiments
We examine a speci�c case of system (4.96). To create the Figures, we employed numer-
ical analysis as well as Matlab software. We have selected the parameters as follows:
T = 10000 , (d1,d2) = (1,3), 

f (ξ,η) = ξ(
1+η3

)
eη

2
,

g (ξ,η) = ξeη
2
,

ψ(η) = 1
1+η3 ,

φ(ξ) = ξ.

and χ (t ) = e3×10−4t . We assume that the initial data are bounded and smooth:
u0(y) = 1+0.09cos(7πy),

v0(y) = 0.98−0.09sin(7πy).

Figures 4.9-4.10 represent the numerical solution (u(x, t ), v(x, t )) of the main pro-
posed system (4.96) in the cases of time-varying domain, they con�rm the theoretical
results (existence and uniform boundedness of solution), as well as, we observe that
(u, v) do converge towards to the trivial solution (0,0).
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Figure 4.9: The numerical solution of the main proposed system (4.96) on growing do-
main Ωt = (0,2χ(t )) with t ∈ [0,T], and subject to the proposed data.

Figure 4.10: The numerical solution of the main proposed system (4.96) on growing
domain Ωt = (χ(t ),3χ(t )) with t ∈ [0,T], and subject to the proposed data.



CONCLUSION

The primary goal of this thesis is to investigate reaction-di�usion systems as a model
for pattern formation. The main outcomes of this investigation can be divided into two
categories. Firstly, we have analysed time-fractional reaction-di�usion systems as well
as we proposed e�cient numerical methods to solve such systems. Moreover, our analy-
sis pave the way for a study of the Turing-Instability of time-fractional reaction-di�usion
systems, these results give more dynamics in order to model biological pattern forma-
tion. Secondly, we discussed the open question about the global existence of solutions of
activator-inhibitor reaction-di�usion systems and other system related, on the evolving
domains, and we also came to identify the behavior of solutions for such systems under
certain conditions, we used numerical analysis to support and con�rm our results. In-
cluding evolving of spacial domain in partial di�erential equations during modelisation
is an e�ective tool for deep understanding of phenomena in which the spatial domain is
dependant on the time variable, especially in developmental biology.

During the preparation of this thesis we came across many new ideas that can be
studied on reaction-di�usion systems, among the possible extensions of our work, we
cite as example:

• Consider time-space fractional reaction-di�usion systems with various smooth
nonlinearities and prove the global existence of solutions, as well as investigate
behaviour of solutions.

• The question about global existence of reaction-di�usion systems with complexe
evolution of domains and general reaction terms is still open, the same for asymp-
totic behaviors of solutions for such systems.
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