Ministry of Higher Education and Scientific Research
Echahid Cheikh Larbi Tebessi University —Tebessa-

People’s Democratic Republic of Algeria
‘%

% Exact Sciences Natural and Life Sciences Faculty
Uniirobe Lol i i Department of Computer Science
MASTER THESIS

Domain: Mathematics and Computer Sciences
Field: Computer Science
Option: Systems and Multimedia

Al-Based Universal Lesion Segmentation Application for
Thoracic-Abdominal in Computed Tomography Scans.

Defended by:
MOHAMED LADJAL

Supervised by:
Dr. BOUALLEG Yaakoub

In front of the jury composed of:

Khediri Abderrazak MCB Echahid Cheikh Larbi Tebessi

University
Khediri Samir MAA Echahid Cheikh Larbi Tebessi
University
Defendedon ............

President

Examiner




To my family and friends, whose constant support and
belief in me have made this journey possible. To my
mentors and colleagues, for their insightful guidance and
encouragement. This thesis is a reflection of your trust

and inspiration.



Acknowledgement

All praise and thanks are due to Allah alone, who guided me throughout this journey
and blessed me with the opportunity to complete this thesis. I express my deepest gra-
titude to my supervisor, Dr. Yaakoub Boualleg, for his invaluable guidance, support,
and encouragement. His insights and expertise have been instrumental in the completion
of this thesis.

I am also grateful to the members of my thesis evaluation committee, Dr. Khediri
Abderrazak and Dr. Khediri Samir, for their time, effort, and valuable feedback.
Their constructive critiques and suggestions have greatly enhanced the quality of my
work.

Furthermore, I extend my heartfelt thanks to my family and friends for their
unwavering support and understanding during this journey. Their encouragement has
been a constant source of motivation.

Lastly, I acknowledge with deep appreciation all those who have contributed, directly
or indirectly, to the successful completion of this thesis. Your assistance and encourage-

ment have been invaluable.



Abstract

Medical imaging plays a crucial role in the diagnosis and treatment of various diseases,
particularly in identifying and evaluating lesions within the thoracic-abdominal region.
Traditional methods of lesion segmentation, which rely heavily on manual delineation
by radiologists, are time-consuming and prone to variability. Advances in deep learning
and artificial intelligence offer promising solutions to these challenges by automating the
segmentation process, thus enhancing accuracy and efficiency.

This master thesis presents an innovative framework for universal lesion segmentation
in thoracic-abdominal computed tomography (CT) scans using advanced deep learning
techniques. The proposed methodology leverages the U-Mamba model, which integrates
Convolutional Neural Networks (CNNs) and State Space Models (SSMs), to enhance
segmentation accuracy and efficiency.

The framework involves meticulous preprocessing steps, including lesion selection and
Volume of Interest (VOI) cropping, to ensure precise targeting of lesions. The U-Mamba
model, trained with the LION (EvoLved Sign Momentum) optimizer, demonstrates su-
perior performance in capturing long-range dependencies and handling complex lesion
structures across various datasets. The model’s encoder-decoder architecture, coupled
with residual blocks and skip connections, enables robust and detailed segmentation out-
puts. This study validates the efficacy of the proposed framework through comprehensive
evaluations, underscoring its potential to improve diagnostic imaging and clinical work-
flows.

Keywords: Automated Universal Lesion Segmentation, Thoracic-Abdominal Le-
sions, Medical Imaging, Deep Learning, Convolutional Neural Networks, U-Mamba Net-
work, LION Optimizer.
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General Introduction

Medical imaging plays a crucial role in the diagnosis and treatment of various diseases.
With the advanced imaging technologies, there has been a significant increase in the
volume of medical scans generated worldwide. Accurate and efficient analysis of these
scans is essential for effective clinical decision-making. Traditional methods of medical
image analysis, which heavily rely on manual annotations by radiologists, are becoming
increasingly impractical due to the volume of data and the inherent limitations of human
capabilities.

Deep learning has emerged as a powerful tool in medical image analysis, offering
the potential to automate and enhance the accuracy of lesion segmentation. Lesion
segmentation is a critical task in medical imaging, as it helps in identifying and delineating
pathological regions within the body. Accurate segmentation is particularly important
for the diagnosis and treatment planning of various diseases, including cancer.

This thesis focuses on designing and evaluating new framework for universal lesion
segmentation across different body regions. By leveraging state-of-the-art architectures
such as the U-Mamba model and integrating innovative optimization strategies like the
LION optimizer, this work aims to improve the performance of lesion segmentation mod-
els. The comprehensive evaluation of these models on diverse datasets demonstrates their
robustness and potential for clinical application, ultimately aiming to enhance diagnostic
accuracy and patient outcomes.

In summary, the primary contributions of this thesis include:

1. The development of a universal lesion segmentation model capable of segmenting

several types of lesions in the abdominal-thoracic area.

2. The integration of advanced optimization techniques to enhance model perfor-

mance.

3. A comprehensive evaluation framework to assess the effectiveness of the proposed

models across multiple datasets.

4. Insights into the practical application of these models in clinical settings, high-

lighting their potential impact on diagnostic workflows and patient care.

The subsequent chapters of this thesis are organized as follows:

— Chapter 1 provides the medical background and introduces the different types of
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lesions in the thoracic-abdominal area. It also discusses the clinical workflow in
lesion segmentation and the limitations of traditional methods.

— Chapter 2 delves into the fundamental concepts of machine learning and segmen-
tation techniques, focusing on deep learning approaches.

— Chapter 3 presents the state of the art in medical image segmentation, reviewing
recent advancements and identifying gaps in the current research.

— Chapter 4 outlines the contributions and results of this thesis, detailing the pro-
posed framework, experimental studies, and comparative analysis of the developed
models.

— The final chapter concludes the thesis, summarizing the key findings and suggest-
ing directions for future research.

Through this comprehensive investigation, the thesis aims to contribute significantly

to the field of medical image analysis, advancing the development of automated and

accurate lesion segmentation methods.



Chapter 1

Basic Concepts

1.1 Medical Background Concepts

In recent years, there has been a notable surge in the number of computed tomogra-
phy (CT) examinations conducted annually [1]. This trend has contributed to increased
workloads for radiologists [2], particularly in oncological radiology. The projected rise
of 47% in the global cancer burden by 2040 compared to 2020 [3] indicates that onco-
logical radiology will play a pivotal role in addressing this escalating demand. Notably,
patients with cancer often undergo multiple imaging examinations over extended periods
to monitor disease progression and treatment response.

Quantifying disease progression and treatment response in longitudinal C'T scans typ-
ically involves manual measurements of lesions. These measurements, often interpreted
using the Response Evaluation Criteria In Solid Tumors (RECIST) guidelines [4], serve to
standardize and expedite the assessment process. However, RECIST guidelines limit the
number of lesions to be measured to a maximum of five "target lesions" across multiple
organs or structures, thereby constraining the overall assessment.

To alleviate the time-intensive nature of lesion annotation in oncological scans, au-
tomatic segmentation models have emerged as a promising solution. These models can
extract lesion information with minimal guidance from radiologists, such as a single-click
within the lesion or utilizing bounding box predictions from detection models. Moreover,
segmenting lesion volumes in 3D offers additional insights that can facilitate the calcu-
lation of more informative lesion characteristics. Additionally, registration algorithms
enable the propagation of segmented lesions, leading to significant time savings during
follow-up examinations [5].

While significant progress has been made in Al-based automatic segmentation models
for tumors, challenges persist in developing efficient and robust models able to accurately
segment various lesion types in the thorax-abdomen area. A Universal Lesion Segmen-

tation (ULS) model is sought after to address this diversity of lesion types effectively.
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However, previous research on ULS [6] [7] [8], has primarily relied on single partially
annotated datasets [9], lacking comprehensive 3D segmentation masks for evaluation.
Hence, there is a pressing need for well-curated and varied datasets to drive further
advancements in this critical area of medical imaging.

Workforce Shortage: The clinical radiology workforce often struggles to keep pace
with the growing volume of imaging studies. This shortage increases the radiologists
workload, leading to fatigue, burnout, and compromised patient care.

Rising Imaging Volumes: The demand for medical imaging is on the rise, driven
by factors such as an ageing population, advances in technology, and the introduction
of new screening programs. Coping with the ever-increasing number of imaging studies
poses significant challenges for radiologists.

Time-Intensive Reporting: The process of interpreting and reporting medical im-
ages is time-consuming and requires meticulous attention to detail. Radiologists must
review clinical histories, previous imaging studies, and current scans to generate accurate
reports, adding to their workload.

Non-Reporting Tasks: Contrary to common perception, radiologists engage in
various non-reporting tasks, such as attending multidisciplinary team meetings, commu-
nicating findings to patients and referring doctors, performing interventional procedures,
and supervising trainees. Balancing these responsibilities alongside reporting duties can
be demanding.

Technology Integration and Adaptation: Rapid advancements in imaging tech-
nology necessitate continuous learning and adaptation by radiologists. Staying abreast
of new imaging modalities, software updates, and Al tools requires ongoing training and
professional development.

Quality and Safety Concerns: Ensuring the accuracy and safety of medical imag-
ing practices is paramount. Radiologists must adhere to stringent quality assurance pro-
tocols, minimize radiation exposure risks, and mitigate errors to uphold patient safety
and quality of care.

Navigating these challenges requires collaboration, innovation, and strategic planning
within radiology departments and healthcare systems to support radiologists in delivering

timely and high-quality diagnostic services.

1.2 Types of Lesions in the Thoracic-Abdominal Area

Lesions in the thoracic-abdominal area encompass a wide spectrum of abnormalities,
ranging from benign to malignant. Radiologists frequently encounter the following types
of lesions during diagnostic imaging assessments:

Solid Masses: Solid masses can be either benign or malignant and originate from

organs such as the liver, kidneys, adrenal glands, pancreas, spleen, or solid components
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of the lungs. Benign solid masses include adenomas, hemangiomas, and focal nodular
hyperplasia, while malignant masses may represent primary or metastatic neoplasms.

Cysts: Cysts are fluid-filled sacs that can be either benign or potentially concerning,
depending on their characteristics and clinical context. Benign cysts, such as simple renal
cysts or ovarian cysts, are common incidental findings. However, complex cystic lesions
or those associated with solid components may raise suspicion for malignancy.

Calcifications: Calcifications can occur within various organs and vascular structures
and may be indicative of benign or malignant processes. Benign calcifications, such as
those seen in renal calyceal calculi or vascular calcifications, are typically asymptomatic.
Conversely, calcifications within solid organs, such as the liver or pancreas, may raise
concern for malignancy, especially when associated with other worrisome features.

Fluid Collections: Fluid collections, including ascites, pleural effusions, pericardial
effusions, and abscesses, can result from a variety of etiologies, including inflammation,
infection, trauma, or malignancy. Characterization of fluid collections is essential for
guiding appropriate management, as malignant effusions may require further investigation
and treatment.

Vascular Lesions: Vascular lesions, such as aneurysms, arteriovenous malforma-
tions, and thrombosis, can have significant clinical implications. While some vascular
lesions are benign and incidental findings, others may pose risks of rupture, thrombosis,
or embolization, necessitating careful evaluation and management.

Inflammatory Lesions: Inflammatory lesions encompass a broad spectrum of condi-
tions, including infections, granulomatous diseases, autoimmune conditions, and radiation-
induced changes. While many inflammatory lesions are benign and self-limiting, others
may mimic malignant processes or contribute to chronic morbidity if left untreated.

Understanding the diverse spectrum of lesions encountered in the thoracic-abdominal
area is essential for radiologists to provide accurate diagnoses and optimize patient care.
Differential diagnosis considerations, clinical correlation, and multidisciplinary collabo-
ration are integral components of lesion evaluation and management in this anatomical

region.

1.3 Clinical Workflow in Lesion Segmentation and

Limitations

1.3.1 Traditional Methods Used by Radiologists

Radiologists employ a variety of traditional methods to measure and evaluate lesions
from imaging modalities such as CT or magnetic resonance imaging (MRI). These meth-

ods include:
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Figure 1.1: Examples from The DeepLesion dataset with 8 lesions. From left to right and
top to bottom, lung, mediastinum, liver, soft-tissue, abdomen, kidney, pelvis, and bone,
respectively. The RECIST slices are shown with manually delineated boundaries in red
and bookmarked RECIST diameters in white.

Manual Measurements: Radiologists manually measure lesion dimensions using
built-in measurement tools in imaging software or calipers on printed films. This method
allows for precise measurement of lesion size, aiding in treatment planning and monitor-
ing.

Region of Interest (ROI) Analysis: Radiologists define specific regions within
the lesion or surrounding tissues to analyze pixel intensities, textures, or other quanti-
tative features. ROI analysis provides insights into lesion characteristics and helps in
differentiation from normal tissues.

Volume Measurements: Software tools calculate lesion volumes based on seg-
mented regions on imaging studies. This information is valuable for monitoring lesion
growth over time and assessing treatment response.

Standardized Reporting Systems: Radiologists utilize standardized reporting sys-
tems such as Response Evaluation Criteria in Solid Tumors (RECIST) or World Health
Organization (WHO) criteria for lesion measurement and response assessment, particu-
larly in oncology imaging. These systems ensure consistency in reporting and facilitate
comparison of results across different studies. Figure 1.1 illustrates different lesion cate-
gories within RECIST slices that are manually bookmarked RECIST diameters.

Computer-Aided Detection (CAD): CAD systems assist radiologists in lesion
detection and measurement by highlighting suspicious areas and providing automated
measurements. CAD enhances efficiency and accuracy in lesion evaluation, especially in

complex cases.
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These traditional methods play a crucial role in accurately measuring and evaluating
lesions from imaging studies, contributing to precise diagnosis, treatment planning, and

monitoring of disease progression.

1.3.2 Limitations of Traditional Methods

The traditional methods employed in radiology practice for measuring and evaluating
lesions from imaging studies have certain limitations, including:

Subjectivity: Manual measurements and ROI analysis can be subjective and prone
to inter-observer variability, leading to inconsistencies in lesion measurements.

Inaccuracy: Manual measurements may be inaccurate due to variations in measure-
ment techniques, slice thickness, and image quality, potentially affecting the reliability of
lesion size assessments.

Time-Consuming: Manual measurements and ROI analysis can be time-consuming,
especially in cases with multiple lesions or complex anatomical structures, impacting
workflow efficiency.

Limited Reproducibility: Volume measurements may lack reproducibility if the
segmentation of lesions is challenging or if there are discrepancies in defining lesion bound-
aries, affecting the reliability of volume calculations.

Dependency on Operator Skills: The accuracy of measurements and analyses
heavily relies on the operator’s skills and experience, leading to variability in results
based on individual expertise.

Limited Standardization: While standardized reporting systems like RECIST pro-
vide guidelines for lesion measurement, there may still be variations in interpretation and
implementation across different institutions or radiologists, affecting consistency in re-
porting.

CAD System Limitations: Computer-Aided Detection (CAD) systems may have
limitations in accurately detecting and measuring lesions, especially in cases of atypical
or complex lesions that may not conform to standard detection algorithms.

Addressing these limitations through advancements in technology, automation, stan-
dardization of protocols, and ongoing training and education can help improve the accu-

racy and reliability of lesion measurements and evaluations in radiology practice.

1.4 Significance of Automated Segmentation

1.4.1 Importance of Automated Models

Based on all of these limitations associated with traditional methods for lesion mea-

surement and evaluation in radiology practice, the importance of automated models be-
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comes evident. Automated models offer several advantages over traditional methods,
including increased objectivity, efficiency, and accuracy in lesion assessment.

By leveraging advanced algorithms and machine learning techniques, automated mod-
els can mitigate the subjectivity and interobserver variability inherent in manual measure-
ments and ROI analysis. Moreover, automated models have the potential to streamline
the lesion evaluation process, reducing the time required for analysis and reporting. Ad-
ditionally, these models can provide more comprehensive quantitative information about
lesions, beyond simple size measurements, enabling a deeper understanding of lesion
characteristics and behavior.

Furthermore, automated models have the capability to enhance lesion detection sensi-
tivity and specificity, particularly in cases with subtle or complex lesions, thus improving
diagnostic accuracy. Overall, the adoption of automated models in radiology practice
represents a significant opportunity to overcome the limitations of traditional methods

and enhance the efficiency and effectiveness of lesion measurement and evaluation.

1.5 Diagnostic Imaging Technologies and Data Rep-

resentation

In this section, we will delve into diagnostic imaging technologies and how their data is
represented. We'll start by providing an overview of various imaging modalities, including
X-ray radiography, computed tomography (CT), magnetic resonance imaging (MRI),
ultrasound, and nuclear medicine imaging. Then, we’ll discuss the image acquisition
process in CT scans and explore the different data formats commonly used in CT imaging.
This groundwork will lay the foundation for a deeper understanding of the intricacies of

diagnostic imaging technology.

1.5.1 Medical Imaging Modalities

Imaging modalities play a pivotal role in diagnostic medicine, enabling the visualiza-
tion and characterization of anatomical structures, physiological processes, and patho-
logical findings. Key imaging modalities utilized in clinical practice can be summarized
as follow:

X-Ray Radiography: utilizes ionizing radiation to produce two-dimensional images
of internal structures, making it suitable for detecting skeletal abnormalities, pulmonary
pathologies, and foreign bodies. It is widely employed for initial screening and evaluation
of trauma and orthopedic conditions.

Computed Tomography (CT): involves the acquisition of multiple cross-sectional
images through the use of X-rays and advanced computer processing techniques. This

modality provides detailed anatomical information with high spatial resolution, making
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it valuable for the evaluation of soft tissue structures, organ morphology, and vascular
abnormalities. C'T imaging is particularly adept at detecting and characterizing lesions in
the thoracic-abdominal area, making it the focus of our thesis and the primary modality
on which our segmentation model was trained.

Magnetic Resonance Imaging (MRI): utilizes strong magnetic fields and radio-
frequency pulses to generate detailed cross-sectional images of the body. Unlike CT, MRI
does not involve ionizing radiation, making it suitable for imaging soft tissues and organs
without radiation exposure. MRI is widely utilized for neurological, musculoskeletal, and
abdominal imaging, offering excellent soft tissue contrast and functional information.

Ultrasound Imaging: employs high-frequency sound waves to produce real-time
images of internal structures. It is non-invasive, radiation-free, and particularly useful
for imaging the abdomen, pelvis, and obstetric applications. Ultrasound is valuable for
guiding intervention procedures and assessing vascular flow dynamics.

Nuclear Medicine Imaging: involves the administration of radio-pharmaceuticals
that emit gamma rays, which are detected by specialized cameras to generate functional
images. Techniques such as single-photon emission computed tomography (SPECT) and
positron emission tomography (PET) provide insights into metabolic processes, organ
function, and disease localization.

Each imaging modality offers unique strengths and limitations, enabling clinicians to
select the most appropriate modality based on clinical indications, patient characteristics,
and diagnostic objectives. In the context of our thesis, we focus on CT imaging due to

its significance in lesion evaluation.

1.5.2 Image Acquisition in CT Scans
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Figure 1.2: Computed Tomography Scan Acquisition Process.
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As illustrated in Figure 1.2, the acquisition process in CT scans involves an X-ray
source and a set of detectors positioned opposite each other. The source emits X-rays
that pass through the patient’s body and are detected on the other side. The source
rotates around the patient, taking multiple X-ray images (projections) from different
angles. Each position generates a projection that captures a cross-sectional view of the
body.

During this process, the X-ray source moves in a circular (or helical) trajectory around
the patient. This motion allows the acquisition of numerous projections from various
angles, which collectively form a comprehensive dataset. The detectors measure the X-
ray intensity after it passes through the body, capturing information about the tissue’s
attenuation properties.

The collected data from the detectors consist of a series of projections, each corre-
sponding to a specific angle of the X-ray source. These projections reflect the average
linear attenuation coefficient, which indicates how much the X-rays are reduced in inten-
sity by the tissues they traverse.

To transform these projections into meaningful images, a reconstruction algorithm is
employed. This algorithm processes the raw projection data and reconstructs detailed
2D images of the internal structures. The resulting images provide a cross-sectional view
of the patient’s anatomy, allowing radiologists to analyze the body’s internal features
comprehensively.

By stacking these 2D cross-sectional images, or slices, in the order they were acquired,
a three-dimensional (3D) representation of the patient’s anatomy can be obtained. This
3D reconstruction enables more comprehensive visualization and analysis, allowing for
enhanced diagnostic capabilities and improved surgical planning.

This advanced imaging technique is essential for diagnosing and monitoring various

medical conditions, offering high-resolution insights into the body’s internal structures.

1.5.3 Data Formats in CT Scans

CT scans generate volumetric datasets containing detailed anatomical information
in digital form. These datasets represent the spatial distribution of X-ray attenuation
coefficients within the imaged anatomy. Depending on the acquisition protocol, CT
scan data is typically represented in three-dimensional (3D) formats, capturing spatial
information in three dimensions (length, width, and depth).

Digital Imaging and Communications in Medicine (DICOM): is the stan-
dard format for storing and transmitting medical images, including CT scans. DICOM
files encapsulate volumetric data as a series of two-dimensional slices arranged along the
axial, sagittal, or coronal planes. This facilitates 3D reconstruction and visualization of

anatomical structures, enabling clinicians to navigate through the dataset in multiple

10
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dimensions.

Neuro-imaging Informatics Technology Initiative (NIfTI): NIfTI is a stan-
dardized format commonly used for neuroimaging data, including CT scans of the brain.
NIfTT files encode volumetric data in a standardized manner, facilitating interoperability
and compatibility with neuro-imaging software packages. While primarily designed for
static 3D imaging, NIfTT format extensions allow for the representation of dynamic data,

such as time-resolved CT angiography studies.

1.6 Conclusion

In summary, a marked rise in CT exams especially within oncological radiology has led
to increased work load for the Radiologist. Pairing this trend with the forecast increase
in cancer cases worldwide, it reaffirms the critical demand for cost-effective imaging solu-
tions. Despite contributing to subjective results that are somewhat time-consuming and
challenging for any one observer to reproduce, traditional lesion measurement assessment
methods, such as manual annotation and the RECIST guidelines.

Thus, automated segmentation models provide an interesting solution to these prob-
lems. In this way, missegmentation problems will be eliminated or minimized and the
reproducibility issue related to inter-observer variability will also be settled while consid-
erable time savings can be achieved with these models. Although improved, well-globally
annotated benchmark datasets are still necessary to make progress towards universal
whole lesion segmentation models on thoracic-abdominal data.

The next chapter will delve into machine learning concepts and segmentation tech-
niques, exploring the theoretical foundations and practical applications necessary for

developing effective automated segmentation models .

11



Chapter 2

Machine Learning Concepts and

Segmentation Techniques

2.1 Introduction to Machine Learning

2.1.1 Introduction

Artificial intelligence (Al) finds its roots in the mid-20th century, where early vision-
aries laid the groundwork for intelligent machines. Machine learning, a subset of Al,
emerged as a critical approach, empowering computers to learn from data and make pre-
dictions autonomously, marking a significant leap forward in technological advancement.

The history of deep learning, as illustrated in Figure 2.1, showcases the evolution
of Al from its early days with the development of the perceptron in the 1950s to the
breakthroughs in the 2010s. This timeline highlights significant milestones such as the
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Figure 2.1: The history of deep learning.
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introduction of the perceptron, ADALINE, the multi-layered perceptron with backprop-
agation, and the resurgence of deep neural networks.

Deep learning experienced a significant breakthrough in the mid-2010s, particularly
around 2012, when deep neural networks demonstrated remarkable performance in vari-
ous tasks, surpassing traditional machine learning methods by a large margin. One of the
key milestones was the ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
in 2012, where a deep learning model known as AlexNet, developed by Alex Krizhevsky,
Ilya Sutskever, and Geoffrey Hinton [10], achieved a dramatic reduction in error rates for
image classification tasks. AlexNet’s success marked the beginning of the deep learning
revolution, showcasing the power of convolutional neural networks (CNNs) in computer
vision tasks.

In 2024, we're seeing the fruits of decades of Al research come to fruition. It’s incred-
ible how Al has evolved from simple automation to something that can create artwork
that rivals a human artist’s and even produce documentaries like a seasoned professional.
And when it comes to healthcare, Al’s impact has been immense. It’s not just about
reshaping industries anymore; it’s about saving lives through more accurate and efficient
medical diagnostics. This is truly a game-changer in human-machine interaction.

As we stand on the brink of a new era driven by intelligent machines, the potential
for Al to augment human capabilities and solve complex challenges is boundless. With
continued innovation and collaboration, the future holds even greater promise for realizing

the full potential of artificial intelligence.

2.1.2 Artificial Neural Networks

Artificial Neural Networks (ANNs), have gained widespread recognition for their ver-
satile applications across various fields, including computer vision, natural language pro-
cessing, speech recognition, financial forecasting, bioinformatics, and robotics. These
networks simulate the behavior of the human brain’s neurons and enable computers to

recognize patterns and address complex tasks.

input layer hidden layer 1 hidden layer 2 autput layer

Figure 2.2: Structure of an artificial neural network.
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The structure of the ANN models consists of three main layers (see Figure 2.2); the
input layer, one or more hidden layers, and the output layer. The input layer receives
the initial data, the hidden layers apply mathematical functions to transform the data
through weighted connections, and the output layer produces the final prediction or
classification. Hidden layers are crucial as they enable the network to learn complex
patterns and representations.

The base unit of the ANN models is the artificial perceptron, developed in 1969 by
Marvin Minsky and Seymour Papert [11]. As shown in figure 2.3, this model introduced
numerical weights and a learning mechanism to facilitating scientific evaluation of differ-

ent tasks.

Figure 2.3: Illustration of an artificial perceptron.

The Perceptron operates as a binary classification algorithm in four steps: initializa-
tion, function calculation, error assessment, and weight adjustment. The learning process
involves optimizing weights to minimize the error between actual and predicted values,
typically using stochastic gradient descent and backpropagation algorithms.

Activation functions are crucial in determining ANN accuracy and performance. Non-
linear activation functions, such as ReLLU, Tanh, and Sigmoid, are preferred over linear

functions due to their effectiveness in complex situations with multivariable inputs.

2.1.3 Deep Learning

Deep Learning (DL), is a subset of machine learning, that is deeply intertwined with
the principles and structures of ANNs. In the past decade, DL has garnered significant
attention for its ability to tackle complex problems across various domains, owing much
of its success to the foundational concepts established by ANNs.

Similar to ANNs, Deep Neural Networks (DNNs) consist multiple layers of artificial
neurons that receive inputs, perform computations, and generate outputs. However,
unlike traditional ANNs, which typically have one or two hidden layers, DNNs comprise
multiple hidden layers, enabling them to learn hierarchical representations of data.

The depth of DNNs allows them to automatically extract intricate features from raw

data, without the need for manual feature engineering. This capability is particularly
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beneficial in tasks involving high-dimensional data, such as image and speech recognition,
where traditional machine learning approaches may struggle.

In Figure 2.4, the process of in-model feature generation (feature extraction) in a DL
actitecture is illustrated by analyzing an input image. Initially, the model identifies edges,
crucial for outlining structural boundaries. Subsequently, it combines these edges to form
complex features, capturing spatial relationships. Next, it detects facial components like
eyes and nose, vital for person identification. Finally, after successive iterations, the model
produces an output identifying who is the person, showcasing deep learning’s prowess in
deciphering complex visual data.

KRS
Slim=  Seake

L"‘-i
N
Al
-

Figure 2.4: Illustration of deep learning feature extraction process, showcasing the model’s
ability to identify edges and facial features.

2.1.4 Convolutional Neural Networks (CNNs)

Convolutional Neural Networks (CNNs) are a type of DNNs that are commonly used
for analyzing visual imagery. CNNs are specifically designed to recognize patterns and
features in images through the application of convolutions, which are mathematical op-
erations that scan across the image to extract relevant information.

One of the key advantages of CNNs is their ability to automatically learn hierarchical
representations of visual data, capturing increasingly complex features as information
flows through the network. During training, CNNs learn to recognize discriminative
features from labeled images and optimize their parameters (weights and biases) through
techniques like backpropagation and gradient descent.This hierarchical feature learning
enables CNNs to achieve superior performance in tasks like object recognition, image

classification and image segmentation.

Building blocks of CNNs:

Convolutional Neural Networks (CNNs) are composed of several key layers that work

together to analyze and interpret visual data (see Figure 2.5). These layers include
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convolutional layers, pooling layers, and fully connected layers. Each layer type plays a

distinct role in the network’s ability to learn and recognize patterns.
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Figure 2.5: Architecture of Convolutional Neural Networks.

Convolutional Layers

A convolutional layer is designed to detect features such as edges, textures, and pat-
terns within the input image. The leftmost grid in Figure 2.6 represents the input image,
a 5x5 matrix of pixel values. The blue square outlines a 3x3 section (patch) of the input
image processed by the convolutional layer. This patch is referred to as the local receptive
field. The middle grid represents the kernel (or filter), a 3x3 matrix with values typically
learned during training. The convolution operation involves element-wise multiplication
of the image patch and the kernel, followed by summing the results.

The resulting sum is placed in the corresponding position in the output matrix. This
process repeats as the kernel slides over the entire input image, producing the full output

matrix.

Pooling Layers

Following the convolutional layers, pooling layers are applied to reduce the spatial
dimensions of the feature maps while retaining the most significant information. Pooling
layers achieve this by summarizing the presence of features in sub-regions of the feature
map, as shown in Figure 2.7. The 2 x 2 max-pooling operation. The input feature map
(left grid) is divided into non-overlapping 2 x 2 regions. For each region, the maximum
value is selected.

Pooling layers serve several purposes in CNNs:
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Figure 2.6: Convolution operation in a CNN.
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Figure 2.7: Max-pooling operation in a CNN.

— Dimensionality Reduction: Reduces the spatial dimensions of feature maps,

decreasing computational load and the number of parameters, which helps to mit-

igate overfitting.

— Translation Invariance: Helps the network to recognize features regardless of

their position, enhancing robustness to small translations.

Output

— Noise Reduction: Filters out noise and retains the most salient features.

Fully Connected Layers

After the convolutional and pooling layers have extracted the features of the input
image, the fully connected layer (FCL) is used to interpret these features and perform
the final prediction. In a fully connected layer, every neuron from the previous layer

(typically a flattened version of the feature maps) is connected to every neuron in the

current layer, as illustrated in Figure 2.8.
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Figure 2.8: Fully connected layer in a CNN.

The left side represents the input layer, each corresponding to a feature. The right
side represents the output layer N neurons which could represent different classes in a
classification task. Each connection between neurons has an associated weight that is
learned during training. The FCL integrates all the extracted features to make the final
prediction.

The purpose of the FCL is to combine the features learned by the convolutional and
pooling layers to predict the correct output. This layer is essentially a traditional neural
network layer, where the high-level reasoning about the input data is performed. It
translates the spatially distributed features into a decision or classification.

Moreover, CNNs have been instrumental in advancing computer vision applications,
including medical image analysis [12], autonomous driving [13], and image-based diagnos-
tics. Their robustness, scalability, and ability to handle large-scale datasets make CNNs
indispensable tools for researchers and practitioners in various domains. In the realm
of medical imaging, CNN-based segmentation techniques have facilitated the identifica-
tion and delineation of anatomical structures and abnormalities, aiding in diagnosis and

treatment planning.

2.2 'Training

Training deep learning models involves iterative processes that adjust the model pa-
rameters to minimize the error between predictions and actual values. This section covers
the essential concepts of backpropagation and optimization, which are foundational to

the training process.
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2.2.1 Backpropagation

Backpropagation is the key algorithm used for training DL models, particularly neural
networks [14]. It involves computing the gradient of the loss function with respect to each
weight by the chain rule, iterating backwards from the output layer to the input layer.
This process consists of two main steps:

— Forward Pass: The input data passes through the network to generate the output

predictions.

— Backward Pass: The error between the predicted output and the actual output
is propagated back through the network. Gradients of the error with respect to
each weight are calculated and used to update the weights.

Mathematically, for a neural network with weight parameters w, the loss L, and a

learning rate 7, the update rule for the weights is:
W W — VL

Where V, L represents the gradient of the loss with respect to the weights. This process

is repeated iteratively for multiple epochs until the model converges [15].

2.2.2 Optimization

Optimization techniques are crucial in training neural networks as they determine how
the model’s weights are updated based on the computed gradients. Several optimization
algorithms have been developed to improve convergence speed and performance. Key

optimization techniques include:

Stochastic Gradient Descent (SGD): Stochastic Gradient Descent (SGD) is the
basic and most commonly used optimization algorithm. It updates the weights incremen-
tally, using a single or a few training examples. While SGD is simple and computationally

efficient, it can be slow to converge and may get stuck in local minima [16].

Momentum: Momentum is an extension of SGD that helps accelerate convergence by
adding a fraction of the previous update to the current update, smoothing out oscillations.

The update rule with momentum is:
Vg = YVi—1 + NVwl

W <— W — U

Momentum helps to smooth out the oscillations and speeds up convergence [17].

19



CHAPTER 2. MACHINE LEARNING CONCEPTS AND SEGMENTATION TECHNIQUES

Adaptive Learning Rate Methods: Several adaptive learning rate methods have
been developed to improve upon SGD:
— AdaGrad: Adjusts the learning rate for each parameter individually based on
the historical gradients [18].
— RMSProp: An improvement over AdaGrad that deals with its radically decreas-
ing learning rates by using a moving average of squared gradients [19].
— Adam: Adam, an adaptive optimization algorithm, amalgamates the benefits of
RMSProp and Momentum. It dynamically adjusts learning rates for each param-
eter while maintaining an exponentially decaying average of past gradients and

squared gradients [20]. Its update formulas are as follows:

my = Bimy—1 + (1 — B1)VwL
vy = Bavy—1 + (1 — B2)(VwL)?

o my
my =
t
1 -5
N Ut
Vs =
t
1—05;
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2.3 Deep Learning for Image Segmentation

Image segmentation is pivotal in computer vision, entailing the partitioning of an
image into distinct regions or objects. This process underpins numerous applications,
from medical imaging to autonomous vehicles [21], by enabling machines to interpret

visual data for tasks like object recognition and scene understanding.

2.4 Deep Learning for Medical Image Segmentation

2.4.1 Original U-Net Architecture

We can’t talk about medical image segmentation without mentioning the U-Net ar-
chitecture, introduced by Olaf Ronneberger, Philipp Fischer, and Thomas Brox. in their
seminal paper "U-Net: Convolutional Networks for Biomedical Image Segmentation” [22]
presented at the International Conference on Medical Image Computing and Computer-
Assisted Intervention (MICCAI) in 2015. The U-Net architecture has become one of
the most influential models in medical image segmentation due to its ability to produce
precise and reliable segmentations with limited training data.

Architecture Overview: The U-Net architecture consists of a symmetric encoder-

decoder structure with skip connections, forming a "U" shape. This structure allows for

20



CHAPTER 2. MACHINE LEARNING CONCEPTS AND SEGMENTATION TECHNIQUES

164 64

input

‘ output
Image - i
t?le & > " ': segmentation

| map

M~ =j D P

| Of @

* 128 128

I"I"I =pconv 3x3, RelL.U

. copy and crop

..- V_-..-..- # max pool 2x2

# up-conv 2x2
= conv 1x1

C
—

-‘_ﬁ_
Figure 2.9: standard U-Net architecture

efficient and precise segmentation by combining local and global contextual information.

Encoder (Contracting Path):

— The encoder path on the left side of the U-Net consists of repeated application of
two 3x3 convolutional layers, each followed by a ReL.U activation function (blue
ArTows).

— After each convolutional block, a 2x2 max pooling operation (red arrows) is ap-
plied, reducing the spatial dimensions while doubling the number of feature chan-
nels. This progressive downsampling captures increasingly abstract features.

— The spatial dimensions reduce from 572x572 to 32x32, while the number of chan-
nels increases from 1 to 1024.

Bottleneck:

— The bottleneck part at the bottom consists of two 3x3 convolutional layers followed
by a ReLU activation, capturing the most abstract features before upsampling
begins.

Decoder (Expanding Path):

— The decoder path on the right side mirrors the encoder but replaces pooling layers
with 2x2 up-convolution layers (green arrows), which increase the spatial resolu-
tion.

— At each upsampling step, feature maps from the corresponding encoder layer are
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copied and cropped (gray arrows) to match the dimensions of the upsampled fea-
tures. This is done through skip connections, which concatenate these copied
feature maps with the upsampled output.

— These skip connections ensure that fine-grained spatial information is retained,
facilitating precise localization.

Output Layer:

— The final layer consists of a 1x1 convolution (green arrows) that reduces the number
of channels to the desired number of classes for the segmentation task, producing
the output segmentation map.

Dimensions and Operations: The provided image illustrates the process from
input to output. Starting with an input image tile of 572x572 pixels, the image undergoes
several stages of convolution (conv 3x3, ReLU), max pooling (2x2), and up-convolution
(2x2), resulting in an output segmentation map with dimensions of 388x388 pixels. The
architecture effectively handles the trade-off between localization accuracy and the use

of context, achieving high performance even with limited annotated data.
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Figure 2.10: Overview of the winning solutions in the MICCAI 2023 segmentation chal-
lenges. For each competition, the segmentation target, imaging modality, dataset size,
and the neural network architecture used in the winning solution are presented. The
challenges encompass a variety of modalities and segmentation targets, demonstrating
the diverse and complex nature of medical imaging. U-Net and its variants remain the
predominant architectures among the winning solutions.
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As depicted in Figure 2.10, the U-Net’s innovative design, particularly its use of skip
connections, allows it to perform exceptionally well in medical image segmentation tasks.
This makes it a cornerstone in the field and has inspired numerous subsequent variants
and improvements. Moreover, its versatility in accepting different types of input data,
such as grayscale, color, and multi-channel images, enhances its applicability across a

wide range of medical imaging modalities and datasets.

2.4.2 Improved U-Net Variants
2.4.2.1 3D U-Net

The 3D U-Net [23] is an extension of the original U-Net architecture designed to
handle volumetric data. This adaptation is particularly useful for medical imaging tasks
where the data is inherently three-dimensional, such as in MRI or CT scans. The key
difference between the original 2D U-Net and the 3D U-Net lies in their ability to process

and learn from volumetric data, capturing spatial context in three dimensions rather than
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Figure 2.11: Architecture of the 3D U-Net.

Differences and Enhancements in 3D U-Net

1. Input and Output:

— 3D Input Data: Unlike the original U-Net which processes 2D image slices, the 3D
U-Net takes 3D image patches as input. In the provided diagram, the input is a
volumetric patch of size 64 x 64 x 64.

— 3D Output: The output is also a 3D volume, with the same spatial dimensions as
the input, but segmented to highlight the regions of interest.

2. Convolutional Layers:

— 3D Convolutions: The 3D U-Net employs 3D convolutional layers (Conv 3 x 3 x 3)

to extract features across three dimensions. This allows the network to learn
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3.

4.

5.

spatial hierarchies within the volume, enhancing the ability to capture complex
structures.

Batch Normalization: Each convolutional layer is followed by batch normalization
(BN) and ReLU activation, aiding in the stabilization and acceleration of the
training process.

Downsampling and Upsampling:

3D Max Pooling: Similar to the 2D U-Net, the 3D U-Net uses max pooling layers
for downsampling, but these operations are now performed in three dimensions
(MaxPooling 2 x 2 x 2).

3D Up-Convolution: The upsampling path uses 3D transposed convolutions (Up-
Sampling 2 X 2 x 2) to expand the feature maps back to their original dimensions.
This is crucial for maintaining the volumetric context of the data.

Skip Connections:

Copy and Crop: The skip connections in the 3D U-Net are similar to those in the
original U-Net, involving copying and cropping feature maps from the contracting
path and concatenating them with the corresponding upsampled feature maps
in the expansive path. This helps in preserving fine-grained spatial information
throughout the network.

Feature Channel Expansion:

Channel Dimensions: As with the 2D U-Net, the number of feature channels
increases as the spatial dimensions decrease in the contracting path (e.g., from 32
to 128 channels). This allows the network to capture more complex features at

deeper layers.

Overall Structure:

Symmetric U-Shape: The overall structure retains the symmetric U-shape, en-
suring a balanced approach to downsampling and upsampling while effectively
utilizing the skip connections to merge low-level and high-level features.

Final Segmentation Map: The final segmentation map has the same 3D dimensions
as the input, ensuring a direct and accurate representation of the segmented regions

within the original volume.

The 3D U-Net architecture significantly improves upon the original U-Net by enabling

the processing of volumetric data, making it highly suitable for medical imaging tasks that

require a detailed understanding of spatial context in three dimensions. This enhancement

allows for more accurate and context-aware segmentation of lesions and other structures

within volumetric medical images.
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2.4.2.2 nnU-Net

The nnU-Net [24] represents a transformative approach in the field of medical image

segmentation by introducing a self-configuring method that adapts to different datasets

without manual tuning. The nnU-Net framework, proposed by Fabian Isensee and col-

leagues, automates the configuration of the network architecture, training, and inference

pipelines, making it a robust and versatile solution for various segmentation tasks.
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Figure 2.12: Workflow and examples of nnU-Net segmentation results.

Key Features of nnU-Net:

— Automated Configuration: nnU-Net leverages a set of rule-based heuristics to

automatically adapt the network architecture and training pipelines based on the

characteristics of the input data. This eliminates the need for extensive manual

tuning and expert knowledge.

— Data Fingerprint: The framework starts by analyzing the input data to create

a ’data fingerprint,” which includes information such as median shape, spacing

distribution, intensity distribution, and image modality. This fingerprint guides

the configuration p

roCess.

— Rule-based Parameters: Based on the data fingerprint, nnU-Net adjusts pa-
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rameters like image resampling strategy, intensity normalization, batch size, patch
size, and network topology. These adjustments ensure optimal performance for
the specific dataset.

— Fixed Parameters: Despite its adaptability, nnU-Net maintains certain fixed
parameters, such as the optimizer, learning rate, data augmentation techniques,
and loss function. These fixed elements provide a stable foundation for training.

— Empirical Parameters: The method also includes empirical parameters for en-
semble selection and postprocessing configuration, enhancing the robustness and
accuracy of the final predictions.

— Cross-Validation and Ensemble Learning: nnU-Net employs cross-validation
to assess the performance of different configurations and uses ensemble learning to
combine the strengths of multiple models, leading to more reliable segmentation
results.

Workflow Overview: The nnU-Net workflow can be summarized as follows:

— Data Fingerprinting: Analyze the training data to extract key characteristics.

— Rule-based Configuration: Automatically configure the network architecture and
training pipeline based on the data fingerprint.

— Training: Train the network using cross-validation to ensure robust performance.

— FEnsemble Selection and Postprocessing: Select the best-performing models and
configure postprocessing steps for optimal predictions.

— Inference: Apply the trained model to test data to generate segmentation results.

Results and Impact: The bottom part of Figure 2.12 showcases example results

from nnU-Net, demonstrating its capability to accurately segment various medical images,
such as MRI, CT scans, and microscopic images. The nnU-Net has been recognized for
its state-of-the-art performance across numerous medical image segmentation challenges,

highlighting its versatility and effectiveness.

2.5 Evaluation Metrics

Evaluation is an essential aspect of assessing the performance of segmentation algo-
rithms. It involves quantifying the accuracy, precision, and other metrics to determine
how well the segmented regions align with ground truth annotations or expected out-

comes. In this section, we’ll explore common evaluation techniques.

2.5.1 Confusion Matrix

The confusion matrix is a tabular representation used to visualize the performance of
a segmentation algorithm by comparing predicted labels with ground truth annotations.

As shown in Figure 2.13, the confusion matrix consists of four quadrants:
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— True Positives (TP): Pixels correctly classified as part of the segmented region.

— True Negatives (TIN): Pixels correctly classified as not part of the segmented
region.

— False Positives (FP): Pixels incorrectly classified as part of the segmented re-
gion.

— False Negatives (FN): Pixels incorrectly classified as not part of the segmented

region.

Actual Values

Positive (1) Negative (0)

Positive (1) TP P

Negative (0) FN TN

Predicted Values

Figure 2.13: Confusion Matrix.

Each quadrant represents the number of pixels or regions correctly or incorrectly
classified by the algorithm. The confusion matrix serves as the foundation for calculating

various performance metrics.

2.5.2 Metrics

Various metrics can be derived from the confusion matrix to quantify the performance
of segmentation algorithms:
— Accuracy: The ratio of correctly classified pixels to the total number of pixels in

the image.

TP+TN
TP+TN+ FP+FN

— Precision: The ratio of true positive pixels to the total number of pixels classified

Accuracy =

as positive (true positives plus false positives). It measures the algorithm’s ability

to correctly identify relevant regions.

TP
TP+ FP

Precision =
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— Recall (Sensitivity): The ratio of true positive pixels to the total number of
ground truth positive pixels (true positives plus false negatives). It measures the

algorithm’s ability to correctly detect relevant regions.

TP
TP+ FN

— F1 Score: The harmonic mean of precision and recall, providing a balance be-

Recall =

tween the two metrics.

Precision x Recall

F1S =2 X
core Precision + Recall

— Intersection over Union (IoU): Also known as the Jaccard index, it measures

the overlap between predicted and ground truth regions.

B TP
TP+ FP+FN

— Dice Coefficient: Similar to IoU, it measures the overlap between predicted and

IoU

ground truth regions but provides a slightly different formulation.

2x TP
2xTP+FP+ FN

These metrics provide insights into different aspects of segmentation performance,

Dice Coefficient =

including accuracy, completeness, and robustness. Depending on the specific application
and requirements, different metrics may be prioritized. Evaluation metrics play a crucial
role in comparing different segmentation algorithms, optimizing parameters, and assessing

algorithmic improvements.
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Chapter 3

State of the Art

Introduction

Accurate and efficient analysis of medical images is essential for early detection, treat-
ment planning and monitoring of many diseases at different stages related to lesions or
tumors. The most important step in this analysis is lesion segmentation.

Deep learning, especially Convolutional Neural Networks (CNNs) has transformed the
medical image analysis domain with automatic and precise segmentation tools. Models
from this family have shown superb performance across several tasks related to medical
image analysis that far exceeds traditional methods.

This chapter provides a comprehensive overview of the state-of-the-art deep learning
approaches for lesion segmentation, given the focus of this thesis on universal lesion
segmentation across different types of lesions. The chapter is structured to address the
specific challenges and advancements in segmentation for various lesion types present in
our thesis. These include bone lesions, lung nodules, kidney lesions, liver lesions, lymph

node lesions, pancreas lesions, and colon lesions.

3.1 Kidney and Kidney Tumor Segmentation

Kidney cancer ranks among the most prevalent adult malignancies globally, with an
increasing incidence [25]. Most renal tumors are detected at an early, localized, and
operable stage. However, significant questions regarding the management of localized
kidney tumors remain unresolved [26], and metastatic renal cancer continues to be al-
most invariably fatal [27]. Renal tumors are well-known for their distinct appearance
in computed tomography (CT) imaging, facilitating significant research by radiologists
and surgeons into the correlation between tumor size, shape, appearance, and treatment

outcomes [28] [29] [30].
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Figure 3.1: Hlustration of Kidney and Kidney tumor segmentation result.

The automatic segmentation of renal tumors and surrounding anatomy offers a promis-
ing solution to these challenges. Segmentation-based evaluations are objective and inher-
ently well-defined, and automation reduces the required effort to a single action.

In order to advance the development of robust tools to meet this need while providing a
high-quality benchmark for various segmentation methodologies, the 2019 Kidney Tumor
Segmentation Challenge [31] where firstly created for this task. Next, the 2021 Kidney
and Kidney Tumor Segmentation Challenge (KiTS21) is proposed to address the need for
efficient and reliable tools for automated renal tumors and adjacent anatomical structures
segment. Several methods have been proposed to compete in this challenge to come up
with the most robust solution for kidney and kidney tumor segmentation.

Transfer learning-based methods have been proposed in [32] for kidney segmentation.
In which the authors have used a trained 3D-Unet model on LITs datasets (liver tumor
segmentation). the model weights have been transferred for kidney segmentation. This
proposed method has shown promising results for this task obtaining second place in the
Kits challenge.

3D-Unet model is also used in [33] for kidney and kidney tumor segmentation .The
model was trained from scratch on the kits21 CT images dataset. The experimental
results proved the effectiveness of the 3D-Unet model for kidney tumor segmentation.

Authors in [34] have proposed a coarse-to-fine tumor segmentation framework based
on the nnUNet model. The proposed framework has consisted on two main phases the
coarse phase focuses on training the nnUNet model for segmenting the kidney organ
whereas the fine-grained phase aims to train the nnUNet model on the kidney organ
result to obtain the final kidney tumor segmentation mask. the framework has been
proposed for the kits21 challenge to obtain the first place.

A two-stage deep learning architecture, named convolutional computer tomography
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network (CCTNet) [35], was proposed for kidney and kidney lesions segmentation. The
first stage uses a pre-trained 3D low-resolution nnU-Net to locate the volume bounding
box containing both kidneys. The second stage performs the segmentation of the kidney,
kidney tumors, and cysts using mixup augmentation to enhance the performance of a
second 3D full-resolution nnU-Net. This method demonstrated improved segmentation
accuracy for kidneys, kidney tumors, and cysts.

A cascaded method based on the 3D U-Net architecture was proposed to accurately
segment kidneys and their lesions [36]. The approach involves a two-stage process: the
first stage uses a lower-resolution network to obtain a rough segmentation of the kidney
region, while the second stage refines the segmentation of tumors and cysts within the

kidney region. This method showed high segmentation performance.

3.2 Lung Nodules Segmentation

Lung nodules are common abnormal growths in the lungs, often discovered through
imaging tests like CT scans or X-rays (see Figure 3.2). While these nodules are usually
benign and not cancerous, they can occasionally indicate lung cancer. They appear as
shadows or spots on the scans and can result from respiratory infections, scarring, or
inflammation. Although most lung nodules do not cause symptoms, larger ones may lead
to coughing, wheezing, or shortness of breath. Diagnosing lung nodules often involves

follow-up imaging and, if necessary, biopsies to rule out malignancy.

Figure 3.2: CT scan image showing a lung nodule (circled in red) in the right lung.
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Lung cancer is a leading cause of death globally, surpassing other cancers in incidence
and mortality rates [37], posing a significant public health challenge. Early signs of lung
cancer include the formation of lung nodules, categorized into seven types: isolated, juxta
pleural, juxta vascular, cavitary, calcific, and small nodules. Most lung cancer diagnoses
occur too late for optimal treatment, making early detection crucial. Precise segmentation
of lung nodules is essential for effective treatment but challenging for clinicians, leading
to misdiagnosis and missed diagnoses. While deep learning has made progress in lung
nodule segmentation, significant challenges remain.

A new system combining SegNet and Generative Adversarial Networks (GANs) was
developed in [38], to improve the segmentation of pulmonary nodules, which are critical in
lung cancer diagnosis. The method generates a large set of synthetic realistic images using
GANs. These GAN-based generated images along with real images from the LUNA16
dataset, are used to enhance SegNet through transfer learning, boosting segmentation
accuracy. The research results were validated with various combinations of methods
showing that incorporating GAN-generated images significantly improved the efficiency
and accuracy of the segmentation process.

To address the diverse shapes and visual features of nodules for lung nodules segmen-
tation in CT images, a new deep learning architecture was introduced in [39], This model
integrates a bidirectional feature network (Bi-FPN) between the encoder and decoder,
and employs the Mish [40] activation function along with class weights for masks to en-
hance segmentation performance. The model was trained and tested on the LUNA16
dataset, and further evaluated on the QIN Lung CT dataset. The use of weighted binary
cross-entropy loss during training improved the segmentation accuracy. The proposed
architecture outperformed existing models like U-Net.

The multi-encoder-based self-adaptive hard attention network (MESAHA-Net) was
proposed in [41]addressing challenges such as nodule heterogeneity and size diversity.
MESAHA-Net features three encoding paths, an attention block, and a decoder block,
enabling it to integrate CT slice patches, forward and backward maximum intensity
projection (MIP) images, and region of interest (ROI) masks. Using an adaptive hard
attention mechanism, the network iteratively performs slice-by-slice 2D segmentation,
focusing on nodule regions to produce 3D volumetric segmentations. Evaluated on the
LIDC-IDRI dataset, MESAHA-Net demonstrated high robustness across various lung
nodule types, outperforming previous state-of-the-art techniques in segmentation accu-
racy and computational efficiency, making it suitable for real-time clinical use.

An improved U-Net method was proposed [42]to enhance the segmentation accu-
racy of lung nodule CT images. This approach integrates dense network connections and
sawtooth-expanded convolution designs in the feature extraction phase, along with a local
residual design during upsampling. The effectiveness of this algorithm was validated us-

ing the LIDC-IDRI lung nodule dataset, demonstrating significantly higher performance
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compared to the standard U-Net. This method showcased a more effective network struc-

ture for lung nodule segmentation tasks

3.3 Liver Tumor Segmentation

The liver, the largest solid organ in the human body, is crucial for metabolism and
digestion. Globally, primary liver cancer ranks as the second deadliest cancer [43]. Com-
puted tomography (CT) is extensively used to evaluate liver structure, texture, and focal
lesions [44]. Liver abnormalities are critical biomarkers for diagnosing and assessing both
primary and secondary hepatic tumors [45]. The liver often serves as the origin of primary
tumors. Moreover, cancers originating from other abdominal organs like the colon, rec-
tum, and pancreas, as well as from distant organs such as the breast and lung, frequently
metastasize to the liver. Consequently, the liver and its lesions are regularly analyzed for
comprehensive tumor staging.

The standard Response Evaluation Criteria in Solid Tumor (RECIST) or modified
RECIST guidelines necessitate measuring the diameter of the largest target lesion [46].
Therefore, precise segmentation of focal lesions is vital for cancer diagnosis, treatment
planning, and monitoring treatment response. Specifically, identifying tumor lesions in
a given scan is essential for many treatment options, including thermal percutaneous
ablation [47], radiotherapy, surgical resection [48], and arterial embolization [49]. Similar
to other medical imaging tasks, manually delineating target lesions in 3D CT scans is
time-intensive, inconsistent, and operator-dependent [50].

Achieving fully automated segmentation of the liver and its lesions presents several
challenges. Firstly, variations in lesion-to-background contrast [51] arise from different
contrast agents and variations in contrast enhancement due to differing injection timings
and acquisition parameters. Secondly, the presence of various types of focal lesions (be-
nign vs. malignant and different tumor subtypes) with diverse image appearances further
complicates automated segmentation. Thirdly, chronic liver disease, a common precursor
to liver cancer, can significantly alter liver tissue background signals. Many algorithms
struggle with disease-specific variability, including differences in lesion size, shape, and
number, as well as changes in the liver’s shape and appearance due to treatment [51].

Figure 3.3 depicts a CT scan image of the liver with multiple tumors.
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Figure 3.3: CT scan highlighting the liver and tumors in the abdominal region.

The study in [52] introduces LightM-UNet, a model designed to overcome the com-
putational challenges of traditional U-Net and Transformer-based architectures in medi-
cal image segmentation. By leveraging the lightweight Mamba framework, Light M-UNet
drastically reduces parameter and computation costs while maintaining high performance.
Evaluations on the LiTs (3D CT images) and Montgomery and Shenzhen (2D X-ray im-
ages) datasets show that Light M-UNet surpasses existing models like nnU-Net, delivering
superior results with significantly lower resource requirements.

A new method was introduced for liver tumor segmentation using multi-phase CT im-
ages, addressing limitations in current techniques that often overlook spatial relationships
between different phases [53]. The proposed approach incorporates a Spatial Aggregation
Module (SAM) to enhance pixel-wise interactions across phases, ensuring more effective
integration of multi-phase information. Additionally, an Uncertain Region Inpainting
Module (URIM) is utilized to refine uncertain regions by leveraging neighboring fea-
tures. This method was tested on a multi-phase CT image dataset of focal liver lesions,
demonstrating superior segmentation performance compared to existing state-of-the-art
techniques. The network employs a ResNet-50 backbone with Siamese streams for phase-
specific feature extraction, followed by bi-directional aggregation and multi-level feature
fusion, culminating in precise tumor segmentation.

Researchers developed a method for segmenting liver tumors in CT scans using syn-
thetic tumors instead of manual annotations [54]. These synthetic tumors offer two main

advantages: they closely resemble real tumors in shape and texture, making them al-
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most indistinguishable to medical professionals, and they are highly effective for training
Al models. Remarkably, AI models trained with these synthetic tumors achieved per-
formance on par with those trained on real tumors. This innovation could significantly
reduce the manual effort required for tumor annotation, which is time-consuming. Addi-
tionally, the method can generate numerous examples of small tumors, improving early
cancer detection rates and enabling robust assessment of Al models’ reliability. The pro-
cess involves a pre-trained nnUNet to localize the liver, followed by steps to generate
tumors: location selection, texture and shape generation, and post-processing.

The study in [55], introduces an advanced Deep Convolutional Neural Network (DCNN)
for liver lesion segmentation, specifically designed for the LiTS challenge. The model
processes 2.5D CT slices, leveraging a 32-layer architecture that combines U-Net’s long-
range concatenation connections with ResNet’s short-range residual connections. This
hybrid design enhances segmentation accuracy by utilizing rich contextual information
and high-resolution features, resulting in superior performance in the LiTS challenge.
This approach demonstrates the efficacy of integrating advanced network architectures
for precise medical image analysis.

The work in [56] presents an automatic liver tumor segmentation method using a
fully convolutional neural network (FCNN) complemented by object-based postprocess-
ing. Applied to CT images, the method employs a 2D FCNN followed by a cascading
model design that significantly reduces false positives by 85%. Evaluated on the LiTS
challenge training dataset, the method demonstrates segmentation quality comparable to
human performance for detected tumors but lags in detection performance. This approach
underscores the potential of combining neural networks with object-level postprocessing

to enhance accuracy in medical image segmentation.

3.4 Bone Lesion Segmentaiton

Bone metastases frequently occur in various cancers, particularly lung, breast, and
prostate [57]. These lesions often cause significant pain and are associated with high
mortality rates. Patients with metastases from breast, prostate, and renal cancers typi-
cally survive between 12 to 33 months, while those with primary lung cancer and bone
metastases face significantly lower survival rates, ranging from 9.5% to 12% within one
year [57]. The extent of bone metastasis is strongly correlated with reduced survival out-
comes [58]. Current clinical approaches primarily involve palliative chemotherapy and
radiotherapy [59]. Recent advancements in image-guided radiotherapy techniques, such
as stereotactic body radiotherapy (SBRT), offer the potential to deliver curative radi-
ation doses while minimizing damage to surrounding healthy tissues [60-62]. Clinical
trials, like the SABR-COMET trial, have demonstrated SBRT’s efficacy in managing

metastatic disease [63]. Effective treatment strategies show promise in enhancing overall
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survival and long-term progression-free survival rates [64]. Using radiomic biomarkers
to quantify metastatic lesion numbers, their spatial distribution, and predict treatment
responses can further refine treatment planning [65].

In medical image analysis, various imaging modalities such as positron emission to-
mography (PET) [66], whole-body Magnetic Resonance Imaging (MRI) [67], and hybrid
nuclear medicine combining CT with PET play crucial roles in diagnostics and clinical
monitoring. PET imaging, known for its functional insights, is particularly valuable in
cancer evaluation. Hybrid nuclear medicine equipment offers benefits like attenuation cor-
rection and improved anatomical-functional image correlation. Recent studies highlight
the use of CT and PET for volume of interest (VOI) segmentation based on anatomical
contours . Medical literature extensively covers segmentation methods, their efficacy,
and challenges, emphasizing the integration of clinical expertise to optimize algorithms
beyond conventional CNN models. While machine learning aids radiologists, it doesn’t
replace clinical judgment due to limitations in supervised learning and inter-observer
variability among radiologists. Further research is essential to validate algorithmic use
in clinical decision-making and ensure their integration into medical practice enhances
patient outcomes.

The paper in [68] introduces a deep-learning segmentation method for bone scan
images to aid in monitoring bone metastases. It utilizes a Swin Transformer for feature
extraction and step-by-step feature fusion to emphasize lesion details while minimizing
distractions. The method demonstrates effective performance on a constructed dataset.

In the paper [69] Researchers introduced a convolutional neural network (ConvNet)
for segmenting CT images, specifically for lesions, bone, and background. Inspired by
the Fuzzy C-means algorithm, this method employs unsupervised, semi-supervised, and
supervised loss functions. It significantly outperforms traditional clustering techniques,
achieving higher accuracy and faster computation. This flexible ConvNet offers efficient
and reliable segmentation for CT scans.

In the study presented by [70], a semi-supervised segmentation model is proposed for
automated identification and delineation of skeletal metastasis lesions in bone scan im-
ages. The model utilizes dilated residual convolution, inception connection, and feature
aggregation for feature extraction. It applies pixel classification and boundary delineation
through closed curves, aiming to assist nuclear medicine physicians by focusing on seg-
mented lesions and reducing background interference in bone metastasis diagnosis from
low-resolution images.

The nnU-Net model was utilized for segmenting bones and bone lesions on PET/CT
images in metastatic breast cancer [71]. Including both bone and lesion data in the
training process improved lesion detection precision and segmentation accuracy. An au-
tomatic PET bone index was also computed, aligning with manually calculated indices.

This approach offers an automated solution for monitoring metastatic breast cancer.
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The paper [72] proposes SEAGNET, an intelligent framework for segmenting bone
malignant tumor lesions in medical images. SEAGNET uses a supervised edge-attention
guidance approach to accurately locate tumors with complex backgrounds and unclear
boundaries. It incorporates a module for selecting key points on boundaries to capture
detailed edge features, enhancing segmentation precision. By employing mixed attention
mechanisms, SEAGNET addresses uncertainties in tumor boundaries. Experimental re-
sults on real medical data validate SEAGNET’s effectiveness, demonstrating its potential

to improve diagnostic accuracy and clinical efficiency.

3.5 Colon Lesion Segmentation

Colon or colorectal cancer is one of the most prevalent cancers globally and ranks as
the second leading cause of cancer-related mortality in men. The development of cancer
in the lower digestive tract often originates from polyps. Early detection of these polyps
can significantly increase survival rates from 10-15% to 60-80% [73].

According to the American Cancer Society, survival rates for colorectal cancer sur-
vivors are lower at 65.4% compared to breast cancer (90.35%) and prostate cancer
(99.6%) [74]. Two-dimensional imaging technologies like computed tomography (CT)
play a crucial role in detecting colorectal cancer. CT scans have been instrumental in
reducing mortality rates by 20%. While MRI offers higher accuracy than CT scans, its
higher cost makes CT scans more accessible in developing countries [75] [76].

Advances in CT scanning technology have led to a vast amount of electronic health
records, posing challenges for radiologists in diagnosing colon cancer. Moreover, manually
detecting and diagnosing polyps from extensive datasets is time-consuming and labor-
intensive. To address these challenges and improve detection efficiency, computer-aided
diagnosis (CAD) systems are being integrated into radiology practices [77].

DeepCRC in the paper [78] introduces a deep learning method for segmenting the
colorectum and colorectal cancer (CRC) in abdominal CT scans. It employs a 1D col-
orectal coordinate system to improve segmentation accuracy and continuity by encoding
positional information. The method includes an auxiliary regression task for predicting
colorectal coordinates, enhancing global topological integration. Self-attention layers are
added to the model to further improve global context modeling. Tested on 107 cases,
DeepCRC surpasses nnUNet in segmentation performance and achieves human-like re-
producibility in tumor segmentation.

The proposed 3D Rol-aware U-Net (3D RU-Net) [79] enhances colorectal tumor seg-
mentation from 3D MR images by integrating Rol localization and in-region segmentation
within a single encoder network. This approach improves segmentation accuracy and effi-
ciency by enlarging the receptive field and preserving details. The model is trained using

a Dice-formulated loss function and demonstrates superior performance on 64 cancer-
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ous cases with a four-fold cross-validation. The framework shows promise for other 3D
medical image segmentation tasks, with code available publicly.

In the paper [80] A method using fully convolutional networks (FCNs) has been de-
veloped for segmenting colorectal tumors on T2-weighted MRI. This approach reduces
the tedium and variability of manual segmentation. It uses VGG-16 for feature extrac-
tion and combines predictions from multiple layers to determine tumor boundaries. A
quantitative comparison of 2772 manual segmentations showed this method outperforms
U-net in accuracy.

The paper [81] showcasing that the Adaptive Lesion-Aware Attention Network (ALA-
Net) enhances 3D colorectal tumor segmentation on MRI by integrating contextual infor-
mation and spatial details. It uses two parallel encoding paths to capture global features
and sharp object boundaries, while an attention module focuses on discriminative fea-
tures. This approach reduces errors and improves accuracy, outperforming other methods
and generalizing well to various 3D medical image segmentation tasks.

Segmenting colorectal tumors in CT scans is difficult due to irregular tumor contours.
To address this, a new algorithm using a convolutional neural network with an attention
mechanism is proposed [82]. This network has three main modules: an encoder for feature
mapping, a dual attention module for enhancing contextual information, and a decoder
to resize the feature map to the input image’s original size. Tested on 1131 CT slices, this
method outperformed U-Net and CE-Net, showing improved effectiveness in colorectal

tumor segmentation.

3.6 Pancrease Lesion Segmentation

Pancreatic lesions, often indicative of pancreatic cancer or cystic neoplasms, are crit-
ical areas of focus due to the aggressive nature and poor prognosis associated with pan-
creatic malignancies. These lesions can be detected using imaging techniques such as CT
scans, MRI, and endoscopic ultrasound (EUS). However, the accurate segmentation of
pancreatic lesions in these imaging modalities presents significant challenges due to the
pancreas’s deep anatomical location and the complex surrounding structures.

Segmenting pancreatic tumors in multi-parametric MRI is essential for MRI-guided
Online Adaptive Radiation Therapy (MRgOART). A CNN-based model was developed
[83] and trained on DCE MRI sets from 27 patients. It was tested on additional MRI
sets, showing performance comparable to expert oncologists, offering a reliable method
for auto-segmentation in MRgOART.

Deep LOGISMOS proposed in [84] is a method for 3D tumor segmentation in CT
scans, combining deep learning and graph-based techniques. First, a UNet is trained
to provide initial segmentation. This segmentation is refined using Gaussian Mixture

Models (GMM) and morphological operations. The refined boundaries are used to build
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a segmentation graph, and a max-flow algorithm finds the optimal solution. Tested on 51
CT scans, this approach showed significant improvement in accuracy compared to using
UNet or LOGISMOS alone.

The study in [85] evaluates deep learning for segmenting pancreatic tumors in contrast-
enhanced endoscopic ultrasound (CE-EUS) video images. Using U-Net and manual seg-
mentation as the ground truth, the study tested 100 patients’ CE-EUS video segments.
Results showed a median Intersection over Union (IoU) of 0.77, with clearer tumor bound-
aries yielding higher IoU. The segmentation was not significantly affected by respiratory
movement.

The study in [86] addresses the segmentation of pancreatic tumors using a deep learn-
ing architecture called Multi-Scale Channel Attention Unet (MSCA-Unet). The tumors
are often small, irregular, and have unclear boundaries. The model embeds a multi-scale
network into the encoder to extract semantic information at different scales, and into the
decoder to mitigate information loss during upsampling. Channel attention units em-
phasize informative channels, improving the accuracy of tumor localization and reducing
false positives. Tested on both private and public datasets, the network achieved superior
performance in tumor segmentation.

The work in [87] proposes an Antlion Optimization-Convolutional Neural Network-
Gated Recurrent Unit (ALO-CNN-GRU) model for the segmentation and classification of
pancreatic cancer in CT scans. The model consists of preprocessing to reduce noise using
a hybrid Gaussian and median filter, segmentation of the affected pancreatic area using
the Antlion optimization method, and classification of the cancer as benign or malignant
using CNN and GRU networks.

3.7 Lymph Node Segmenation

Lymph node lesions are critical in the diagnosis and staging of various cancers, in-
cluding colorectal, breast, and lung cancers. These lesions can indicate the presence of
metastatic disease, making their accurate detection and segmentation essential for effec-
tive treatment planning. Lymph nodes can be challenging to segment due to their small
size, low contrast in imaging, and variability in shape and appearance.

In the paper [88] the authors introduces a method for detecting and segmenting lymph
node gross tumor volumes (GTVLN) in 3D CT/PET imaging used in radiotherapy. By
dividing GTVLN into "tumor-proximal" and "tumor-distal" subgroups, the approach mim-
ics clinical reasoning to streamline the process. A specialized multi-branch detection-by-
segmentation network handles each subgroup, with outputs fused during inference. Tested
on a dataset of esophageal cancer patients, the method showed significant improvements,
demonstrating its clinical relevance and value.

The authors in [89] addresses the detection and segmentation of cancerous lymph
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nodes in PET/CT imaging for breast cancer staging. It explores the use of region-
based features to enhance segmentation accuracy. Initially, various features are evaluated
using a Random Forest framework to determine their relevance. The top-ranked features
are then integrated into a U-Net segmentation architecture for further validation. The
hierarchical modelling of PET images aids in defining these features, demonstrating their
potential to significantly improve lymph node segmentation in PET/CT.

Histology assessment of biopsy tissue remains the gold standard for cancer diagnosis,
but manual segmentation of nuclei poses challenges due to overlapping. The study in
[90] aims to automate nuclei segmentation using MATLAB to accelerate histological
assessment. A dataset profiling normal and cancerous tissues was compiled for reference.
MATLAB was employed for image analysis, including 8-bit grayscale conversion, adaptive
filtering with Wiener filter for noise reduction, and Otsu thresholding for segmentation.
Results were comparable to ImageJ and manual counting, showing lower cellularity in
cancerous lymph nodes compared to normal ones.

The study in [91] focuses on automating the segmentation of primary tumors (GTVp)
and pathological lymph nodes (GTVn) in oropharyngeal cancer using deep learning. The
Swin UNETR model, initialized with pre-trained weights from a self-supervised Swin
UNETR model, was employed for 3D PET/CT imaging. Data from the HECKTOR
2022 challenge, comprising CT and PET scans with ground-truth segmentations, were
used to validate the approach.

An algorithm for lymph node image segmentation was proposed in [92], the authors
used improved FCM clustering and multi-threshold techniques. The method aims to
enhance segmentation accuracy in CT images with blurred edges typical of lymph nodes.
Improved FCM peak clustering sharpens fuzzy boundaries, followed by a multi-threshold
approach based on image entropy changes to refine segmentation. Experimental results
demonstrate superior segmentation outcomes compared to traditional FCM methods,

particularly effective in cases with fuzzy lymph node edges.

3.8 Gaps and Contributions

After a careful review of our related works, we noticed that there is no study that
perform a universal lesion segmentation. Additionally, there is no attempt that investi-
gate the role of recent optimizers for lesion segmentation. Moreover, the performance of
the current lesion segmentation system has not yet reached its optimal potential. Our
proposition goes in contrast to that of many related works that require a huge amount

of labeled data to achieve acceptable performance.
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Conclusion

In this chapter, we outlined our related works concerning Kidney and Kidney Tu-
mor Segmentation Lung Nodules, Segmentation Liver Tumor Segmentation, Bone Lesion
Segmentation, Colon Lesion Segmentation, Pancrease Lesion Segmentation and Lymph
Node Segmentation. We conclude with a synthesis. The next chapter will introduce our

proposed framework for universal lesion segmentation.
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Chapter 4

Contribution and Results

Introduction

This chapter outlines the key contributions and results of the research presented in
this thesis. Building on the foundations laid in the previous chapter, which reviewed the
state-of-the-art techniques in medical image segmentation.

This chapter presents the proposed universal lesion segmentation framework lever-
ages advanced deep learning techniques to improve the accuracy and efficiency of iden-
tifying and segmenting lesions in thoracic-abdominal computed tomography (CT) scans.
Through meticulous experimental studies and comprehensive evaluations, this chapter
demonstrates the efficacy and robustness of the designed framework. The results high-
light significant advancements over existing methods, underscoring the potential of these
techniques to enhance clinical workflows and diagnostic outcomes. The detailed anal-
ysis provided in this chapter offers insights into the performance metrics, comparative

analyses of our framework with other relevant related works.

4.1 Proposed Framework

Our universal lesion segmentation framework is designed to enhance the accuracy
and efficiency of identifying and segmenting universal lesions for thoracic-abdominal. As

illustrated in Figure 4.1, the proposed framework consists of the following steps:

42



CHAPTER 4. CONTRIBUTION AND RESULTS

OFFLINE

Multiple Datasets for Various Lesion Types

Image Pre- Model
processing Training

Original CT Cropped VOI ) —
Image Volume (Volume of Interest ) » (' -r'z"}r Image Post- | y
SEiRE U-Mamba Model Predicion M’ ' processing 1@
Predicted Refined
Model Segmentation Results

Inference

Query CT Image Volume

Figure 4.1: The Proposed Framework for Thoracic-Abdominal Universal Lesion Segmen-
tation.

4.1.1 Image Preprocessing

To prepare the volume for inference, we preprocessed the volume through the following
steps:

1. Lesion Selection: For an input 3D CT image volume, a specific slice is firstly
targeted. Then, the region of interest is selected. This initial selection is crucial for
accurately targeting the 2D lesion area for the next phase.

2. The volume of Interest (VOI) Cropping: Once the 2D region of interest is
initialised from the target slice, a VOI is cropped around the selected area including all
the depth slices from the input 3D CT image volume. This specific cropping ensures that
even the largest lesions are entirely encapsulated within the VOI, providing a focused

and detailed view of the area for subsequent analysis.

4.1.2 Lesion Segmentation Model

The cropped VOI is then processed using our segmentation model. The model runs
inference on this volume to produce segmentation results, which highlight the boundaries
and extent of the lesion. For this task, we used the U-Mamba model leveraging the
synergy between Convolutional Neural Networks (CNNs) and State Space Models SSMs
[93].

The U-Mamba model is trained from scratch using the LION (EvoLved Sign Mo-

mentum) optimizer [94] to accurately segment multiple lesions in the thoracic-abdominal
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regions. To overcome the challenge of limited annotated data, our methodology integrates
various CT image datasets, selected from recent research, each designed for segmenting
specific organ lesions. These encompass bone, liver, pancreas, lung, lymph node, and
colon lesions (detailed in Chapter 3, Sections 1 to 7).

Following, we detail the selected U-Mamba model architecture as well as the used

optimizer in our proposed universal lesion segmentation

U-Mamba Model Architecture

U-Mamba architecture is designed specifically for biomedical image segmentation [93],
U-Mamba represents a significant advancement in the field, offering superior performance
and adaptability across various datasets.

Selecting U-Mamba for universal lesion segmentation in CT scans offers multiple ad-
vantages over traditional U-Net-based methods. Its ability to capture long-range depen-
dencies, self-configuring mechanism, superior performance across diverse tasks, compu-
tational efficiency, and advanced optimization techniques collectively make it a powerful
and reliable tool for biomedical image segmentation. These attributes ensure that U-
Mamba can handle the complexities of lesion segmentation in CT scans more effectively,
providing more accurate and robust segmentation results [93].

The overall network structure of U-Mamba is illustrated in Figure 4.2 (b). the model
network is based on an encoder-decoder architecture as follows:

— Encoder: The encoder consists of multiple layers of U-Mamba blocks that capture

long-range dependencies and hierarchical features from the input images.

— Bottleneck: The deepest layer employs U-Mamba blocks to consolidate the most
abstract features.

— Decoder: The decoder reconstructs the high-resolution segmentation maps us-
ing Residual blocks. These blocks recover the spatial details through transposed
convolutions.

— Skip Connections: Skip connections are utilized to transfer features directly
from the encoder to the decoder, preserving spatial information and facilitating
better gradient flow.

The overall network structure consists of several U-Mamba blocks (Figure 4.2 (a)).
U-Mamba block is the core component of the architecture. It efficiently captures both
local and long-range dependencies through the following steps:

— Convolution: Two convolutional layers with Instance Normalization and Leaky

ReLU activation are applied to the input tensor of shape (B,C, H,W, D). Where
B is the Batch size, representing the number of images processed together in one
forward /backward pass, C is the Number of channels. H is the Height of the

image, referring to the number of pixels in the vertical dimension and W is the
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Width of the image, referring to the number of pixels in the horizontal dimension.

D is the Depth, which is relevant in 3D medical imaging like CT or MRI scans,

representing the number of slices or layers in the volume.

— Normalization and Flattening: The output from the convolutional layers is
normalized using layer normalization, then flattened, changing its shape from
(B,C,H,W,D) to (B,L,C), where L = H x W x D.

— Dual Branch Processing:

— Linear Branch: The input tensor is processed through a linear layer followed
by SiLLU activation.

— SSM Branch: Simultaneously, the input is processed through a 1D convo-
lution layer, then a Structured State Space Model (SSM) layer, followed by a
linear transformation and the SiLLU activation function.

— Merging: The outputs from both branches are merged using the Hadamard prod-
uct.

— Reshape: The merged output is reshaped back to the original tensor shape

(B,C,H,W, D).
= \C@ |(B.C.H, W.D) g
‘%’ Reshape

Linear (®.L.O

[ . -

S5M
I SiLU SiLU
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x2 | - --- Skip Connection
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Figure 4.2: (a) U-Mamba Block architecture. (b) U-Mamba network structure with
encoder-decoder design, incorporating U-Mamba blocks and Residual blocks.

LION Optimizer

The LION (EvoLved Sign Momentum) optimizer [94], has recently achieved first
place ImagNet challenge 2022. This optimizer is based optimization algorithm discovered
through symbolic program search, pioneered by Google researchers. It differentiates itself

from traditional adaptive optimizers by focusing solely on momentum tracking and using
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the sign operation to compute updates. This design choice leads to several key strengths:

— Memory Efficiency: LION is more memory-efficient compared to optimizers like
Adam, as it only tracks momentum without maintaining second moments.

— Uniform Update Magnitude: By applying the sign function, LION ensures
that update magnitudes are uniform across all parameters, which can lead to
more stable training dynamics.

— Performance Gains: Empirical results demonstrate that LION significantly
boosts the performance of various models. For instance, it improves the accu-
racy of ViT by up to 2% on ImageNet [95] and reduces pre-training compute
requirements by up to 5Hx.

— Adaptability: LION shows superior performance in different training scenar-
ios, including vision-language contrastive learning and diffusion models, where it
achieves better results with reduced computational cost.

In this research study, we aim to leverage LION optimizer strengths to enhance train-
ing performance and model accuracy for volumetric image segmentation tasks. This
novel approach not only addresses the limitations of existing optimizers but also sets a
new benchmark in optimization techniques for deep network architecture in image seg-

mentation.

4.1.3 Segmentation Post-Processing

The segmentation results obtained from the U-Mamba model are further post-processed
to enhance clarity and usability. This step involves keeping only the central lesion and
its connected parts while discarding the rest of the segmented regions. This approach
is based on the clinical assumption that the largest and most central lesion is likely to
be the primary region of interest, whereas smaller, disconnected segments are often less

relevant lesions. The proposed post-processing phase consists of the following steps:

1. Identify the Central Lesion: The central lesion is identified based on its size
and connectivity. This involves selecting the largest connected component from

the initial prediction.

2. Connected Component Analysis: Using connected component analysis, we

ensure that only the segments connected to the central lesion are retained.

3. Discard Irrelevant Parts: Smaller, disconnected regions that do not connect to

the central lesion are discarded, reducing the number of false positives.
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Prediction Refined

Post-Processing

Figure 4.3: The effect of post-processing on the predicted lesion segmentation. The left
image shows the initial prediction with multiple disconnected regions. The right image
shows the refined segmentation, where only the central lesion and its connected parts are
retained.

The refined segmentation is more accurate and clinically relevant, ensuring that the
most significant lesions are correctly identified and analyzed. As we can clearly observe
in Figure 4.3, The proposed post-processing phase significantly improve the quality of
the final segmentation result. This post-processing step is a crucial part of our lesion
segmentation pipeline, enhancing the overall performance and reliability of the model’s
predictions.

This comprehensive pipeline, as illustrated in Figure 4.1, ensures that lesions are accu-
rately identified, segmented, and presented for clinical use, thereby enhancing diagnostic

capabilities and patient outcomes.

4.2 Experimental Study

In this section we present the experimental study for evaluating our proposed universal
lesion segmentation framework. Starting by the used datasets for training and validation,

the used evaluation metrics and we discuss the obtained experimental results.

4.2.1 Dataset Description

To evaluate our proposed framework for universal lesion segmentation in the thoracic-
abdominal area, we train our framework on seven CT image volume datasets.

ULS23 Dataset: Universal Lesion Segmentation Challenge (ULS23) dataset is a
novel realised dataset that comprises a diverse collection of annotated lesion volumes-of-
interest (VOIs) sourced from multiple datasets including 750 lesions from the DeepLesion
dataset, 744 bone lesions and 124 pancreas lesions from the Radboudumc dataset, curated
by Natalia Alves, Megan Schuurmans, and Henkjan Huisman.

These annotations are available through the Challenge repository on GitHub !, offering

researchers a comprehensive resource for training and evaluating segmentation algorithms

1. https://github.com/MJJdG/ULS23
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across a variety of lesion types. This dataset is pivotal for advancing lesion segmentation
research, supporting the development of robust models capable of accurately identifying
and delineating lesions in medical imaging data [96].

KiTS21 Dataset: The Kidney Tumor Segmentation Challenge 2021 (KiTS21) dataset
comprises 300 high-resolution abdominal CT scans with detailed manual segmentation
of kidneys and kidney tumors by expert radiologists. This dataset aims to advance
automated segmentation algorithms, providing a critical resource for the development
and evaluation of methods to accurately identify and delineate renal structures and tu-
mors, which are essential for diagnosis, treatment planning, and monitoring in clinical
settings. [97].

LIDC-IDRI Dataset: The Lung Image Database Consortium and Image Database
Resource Initiative (LIDC-IDRI) dataset is a comprehensive collection of 1,018 thoracic
CT scans annotated with detailed manual annotations of lung nodules by up to four
expert radiologists. These annotations include the nodules’ location, characteristics, and
likelihood of malignancy, supporting the development of computer-aided detection and
diagnosis systems. The dataset serves as a benchmark for evaluating lung nodule detec-
tion algorithms, contributing significantly to early lung cancer detection and improving
clinical outcomes [98].

LiTS Dataset: The Liver Tumor Segmentation (LiTS) dataset includes 888 contrast-
enhanced abdominal CT scans with precise manual segmentation of the liver and liver
tumors. Created for the LiTS Challenge, this dataset supports the development of auto-
mated segmentation algorithms, which are vital for accurate diagnosis, treatment plan-
ning, and monitoring of liver diseases. The high-quality annotations and diverse imaging
conditions make the LiTS dataset a key resource for bench-marking and advancing liver
and tumor segmentation methods in medical imaging research [99].

MDSC Datasets (Task 6/7/10): The Medical Decathlon Segmentation Challenge
(MDSC) datasets, specifically Task 6 (Lung), Task 7 (Pancreas), and Task 10 (Colon),
provide a comprehensive collection of annotated CT scans to support the development
and bench marking of automated segmentation algorithms for various organs and tumors.
Task 6 focuses on lung tumor segmentation from thoracic CT scans, offering detailed an-
notations to advance early detection and treatment of lung cancer. Task 7 is dedicated
to the segmentation of the pancreas and pancreatic tumors from abdominal CT scans,
addressing the critical need for precise diagnosis and intervention in pancreatic diseases.
Task 10 targets the segmentation of colon tumors from CT scans, contributing to im-
proved diagnosis and treatment planning in colorectal cancer. Together, these datasets
play a crucial role in enhancing the accuracy and reliability of medical image analysis
algorithms, ultimately improving clinical outcomes across different types of cancer (Lung,
Pancreas, and Colon) [100].

NIH-LN Dataset: The National Institutes of Health-Lymph Node (NIH-LN) dataset
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includes comprehensive annotations for 558 abdominal lymph nodes and 379 mediastinal
lymph nodes, significantly enriching the training data with precise and detailed lymph
node lesion annotations. Developed by the National Institutes of Health (NIH), a leading
medical research agency of the United States government, this dataset benefits from the
expertise of experienced radiologists who meticulously performed the annotations, ensur-
ing high accuracy and reliability. By providing detailed information on the exact locations
and boundaries of these lymph nodes, the NIH-LN dataset supports the development and
validation of advanced detection and segmentation algorithms. This enhanced training
data is crucial for improving the accuracy of automated systems in identifying lymph
node lesions, which is vital for the diagnosis, staging, and treatment planning of various
cancers and other diseases affecting the lymphatic system [101].

The intensity statistics of the datasets used in this study are summarized in Table
4.1. These statistics include the maximum, minimum, mean, standard deviation of the
image intensity, as well as the median intensity value. This information is crucial for
understanding the normalization requirements and the dynamic range of the data, which

can significantly affect the performance of the segmentation model.

Tableau 4.1: Dataset Intensity Statistics.

Dataset Max | Min | Mean | Std Min% | Max% | Median
ULS23_ DeepLesion3D 2403.0 | -1177.0 | 101.11 | 219.39 | -816.0 1219.0 67.0
ULS23 Radboudumc_ Bone 2782.0 | -935.0 | 1256.61 | 552.61 31.0 2399.0 1276.0
ULS23 Radboudumc Pancreas | 1169.0 | -1008.0 | 66.96 40.90 -52.0 182.0 68.0
kits21-master 3071.0 | -1022.0 | 65.42 60.91 -52.0 288.0 58.0
LIDC-IDRI 2498.0 | -1380.0 | -226.75 | 358.50 | -956.0 | 1327.24 | -168.0
LiTS 4016.0 | -1016.0 | 60.15 47.68 -82.0 167.0 60.0
LNDb 2746.0 | -1411.0 | -253.69 | 382.03 | -1037.97 | 1318.0 -144.0
MDSC/T&SkOﬁiLung 2671.0 | -1024.0 | -158.39 | 324.82 | -1024.0 327.0 -2.0
MDSC/Task07_Pancreas 3071.0 | -520.0 | 71.30 | 57.57 -43.0 195.0 72.0
MDSC/Task10_ Colon 445.0 | -848.0 65.17 32.65 -31.0 165.0 65.0
NIH_LN/ABD 1926.0 | -743.0 54.15 36.60 -63.0 148.0 55.0
NIH_LN/MED 3071.0 | -1024.0 | 48.06 63.73 -325.0 190.0 53.0

4.2.2 Evaluation Metrics

To comprehensively assess the performance of our proposed universal lesion segmenta-
tion framework for thoracic-abdominal computed tomography scans, we employ a diverse
set of evaluation metrics. These metrics provide a multifaceted analysis of the model’s
effectiveness across various lesion types and sizes. The selected metrics are as follows:

— Opverlap-based metrics: including Dice Coefficient (DSC) and Intersection over

Union (IoU), offering insights into the spatial accuracy of the segmentation.

1. Source: https://uls23.grand-challenge.org/evaluation/test-phase-leaderboard/
leaderboard/
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— Pixel-wise metrics: (Recall, Precision, and Accuracy) provide a detailed under-

standing of the model’s performance at the pixel level.

— Clinical relevance: is addressed through the Long Axis Error (LAE), which

directly relates to measurements used by radiologists in clinical practice.

By employing this diverse set of metrics, we aim to provide a thorough and clinically
relevant evaluation of our Universal lesion segmentation framework. This approach al-
lows for a nuanced understanding of the model’s strengths and limitations across various
lesion types and sizes, facilitating meaningful comparisons with existing methods and
guiding future improvements. For more information and a detailed description of the

used evaluation metrics, we refer readers to Chapter 2, Section 5.

4.2.3 Experimental Setup

Throughout the development of our experimental study, we utilized several key tools
and frameworks to facilitate efficient data processing and model training. Using the Hold-
out evaluation protocol, each dataset is split on 90% for training where the remain 10%
is used for test.

The training environment features Intel Core i7-12700F processor, offering 12 cores up
to 4.8 GHz. Graphics processing is handled by an NVIDIA GeForce RTX 3080 Ti with
NVIDIA 550.67 driver and CUDA support, along with OpenGL 4.6.0. Memory resources
include 64 GiB RAM with 500 GB NVMe drive of storage.

The training of the U-Mamba model was conducted over 1000 epochs using leave-
one-out cross-validation. Due to the size of our dataset, data augmentation techniques
were not needed. After several experiments, to balance memory constraints and compu-
tational efficiency while ensuring the model’s capacity to learn complex features from the
volumetric data, the model parameters were chosen as follows:

— Batch Size: 6

— Patch Size: [10, 256, 256]

— Initial Learning Rate: 0.01

— Weight Decay: 3e-5

4.2.4 Experimental Results

Several experiments are conducted to evaluate our proposed universal lesion segmen-
tation framework. Firstly, we start with the U-Mamba network training evaluation, Then,
we compare our trained U-Mamba model using Lion optimizer with the training results
using standard SGD optimizer. Next, extensive evaluations are connected based on sev-
eral evaluation metrics. Finally, the final segmentation results are compared with the

most relevant segmentation architectures and related works.
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4.2.5 Model Training and Inference

During the training process, we store both the final and best checkpoints. In five-
fold cross-validation, each data point serves as a separate validation set, allowing for a
rigorous assessment of model performance. As training progresses, checkpoints are saved
periodically to capture the model’s state at different iterations. The best checkpoint is
determined by evaluating the validation loss across all folds, ensuring that the selected
model represents the optimal performance achieved during training. This meticulous
selection process guarantees that the model chosen for inference demonstrates robustness
across diverse validation scenarios. Additionally, the final checkpoint captures the model’s
state after training, providing insight into its overall convergence and performance.

In addition to five-fold cross-validation, we reserve 10% of each dataset for indepen-
dent testing purposes. This subset, comprising approximately 1020 volumes, is carefully
selected to ensure an equitable representation of various lesion types from the different
used datasets. Despite the inherent imbalances in lesion distribution within the dataset,
such as some types being more prevalent than others, we ensure each lesion type is
proportionally represented within the testing subset. This deliberate allocation allows
us to evaluate the performance of our best checkpoint on previously unseen instances,
providing a comprehensive assessment of its generalization capabilities across different
lesion types. By withholding this portion from the training data, we mitigate the risk of
overfitting and obtain a more accurate measure of the model’s effectiveness in real-world
scenarios. Figure 4.4 displays the duration of each epoch and the corresponding learning
rate schedule throughout the training process.

Furthermore, upon completion of model training, we conduct inference on the test
dataset. The inference process involves applying the trained model to the test data
to make predictions on lesion segmentation. Utilizing our hardware infrastructure, the
inference time per volume is measured at 3 seconds. This information offers insights
into the computational efficiency of our model in processing volumetric data, crucial for

scaling up to real-world applications where rapid and accurate inference is paramount.

4.2.6 Optimizer Comparison

In this experiment, to prove the efficacity of the LION optimizer in medical lesion
segmentation, we compare the performance of two different optimizers: the well-used
standard SGD optimizer with the LION optimizer. Figure 4.5 illustrates the comparison
results of the U-Mamba model training and validation in terms of losses and pseudo-dice
metrics over 1000 epochs.

In terms of training and validation loss, the U-Mamba model with LION optimizer
achieves lower results compared to the U-Mamba model with SGD optimizer, indicating

better convergence and generalization. Also, from Figure 4.5, we can clearly observe that
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Figure 4.4: Epoch duration and learning rate schedule.
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the U-Mamba model with LION optimizer achieves higher pseudo-dice scores, demon-
strating superior segmentation performance. Additionally, the pseudo-dice scores for the
U-Mamba model with LION optimizer exhibit less variability during training, indicating
more stable and consistent performance.

The comparison result proves that integrating the LION optimizer with the U-Mamba
model training outperforms the U-Mamba model with standard SGD optimizer in all
measured aspects, providing enhanced convergence, more accurate segmentation, and

more stable training compared to the U-Mamba model with SGD.
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Figure 4.5: Comparison of training and validation losses, and Pseudo Dice scores for
U-Mamba with SGD optimizer (red) and U-Mamba with LION optimiser (green) over
1000 epochs.

4.2.7 Framework Performances

In this section, we present a comprehensive evaluation of our universal lesion seg-
mentation framework across various lesion types. The performance metrics include the
Confusion Matrix, the Dice coefficient and Long Axis Error (LAE), Intersection over
Union (IoU), Recall, Precision, and Accuracy. These metrics are critical for understand-
ing the model’s effectiveness and reliability in segmenting lesions accurately.

Below, Figure 4.6 shows the confusion matrix, which provides a global overview of
the model’s predictions by comparing the predicted segmentation results to the ground

truth.

53



CHAPTER 4. CONTRIBUTION AND RESULTS

Confusion Matrix
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Figure 4.6: Confusion matrix for the universal lesion segmentation framework.

Figure 4.7 presents scatter plots of Dice coefficients versus Long Axis Error (LAE) for
various lesion types, including mixed (Deeplesion 3D), kidney, lung, liver, pancreas, lymph
nodes, colon, and bone. Each subplot includes the average metrics for the respective lesion
type.

The scatter plots depict individual test samples, with the vertical axis representing
the Long Axis Error (percentage) and the horizontal axis representing the Dice coefficient
(percentage). The horizontal dashed line at LAE = 10% highlights the threshold for
acceptable geometric error. Most data points are clustered in the lower right quadrant,
indicating high Dice scores and low geometric errors, which reflects the model’s high
performance across different lesion types.

The evaluation metrics demonstrate the robustness and accuracy of our lesion seg-
mentation model across various lesion types. The high Dice coefficients and IoU values,
coupled with low Long Axis Errors, suggest that the model performs well in identifying
and accurately segmenting lesions. This detailed evaluation provides confidence in the

model’s applicability in clinical settings.
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Tableau 4.2: Comparison of Dice Similarity Coefficients (DSC) for Various Models Across
Different Lesion Types

Methods Bone Kidney Colon Lymph Nodes Lung Liver Pancreas
DSC DSC DSC DSC DSC DSC DSC
nnUNet 0.6957+0.1940  0.83064+0.1199  0.770040.1326  0.7700£0.1326 ~ 0.8017£0.1182  0.7373+0.1607  0.73864-0.0985

U-Mamba+SGD 0.763740.1500 0.883940.0660 0.789240.1235 0.789240.1235 0.821340.1054 0.760640.1545 0.760140.0948
U-Mamba+LION 0.7852+0.1501 0.8936+0.0571 0.8012+0.1168 0.8012+0.1168 0.8252+0.1008 0.7696+0.1438 0.77534+0.0810

4.2.8 Comparative Analysis

In this section, we present a comparative analysis of different models based on the
evaluation metrics for lesion segmentation. The analysis includes a visual comparison of
segmentation results and a detailed table of Dice scores for various lesion types across
different organs.

Figure 4.8 shows the segmentation results from different models across various lesion
types. The first row represents the Ground Truth annotations, while the subsequent
rows represent the nnUNet+SGD, U-Mamba+SGD, and U-Mamba+LION models. Each
column represents a different lesion type within an organ (Bone, Kidney, Lymph Nodes,
Lung, Colon, Liver, Pancreas). The red contours indicate the predicted lesion boundaries.

The visual comparison indicates that U-Mamba+LION produces more precise and
smoother lesion boundaries, which are closer to the ground truth annotations demonstrat-
ing superior performance in terms of lesion segmentation accuracy compared to nnUNet

and U-Mamba+SGD.

Bone Kidrmey Lyrmph Lung Colan Liver Pantieads
e

Ground Truth

nnU-Net+SGD

Umamba+SGD

Umamba+LION

Figure 4.8: Illustration of segmentation results by different models. The rows repre-
sent Ground Truth, nnUNet+SGD, U-Mamba+SGD, and U-Mamba+LION, while the
columns represent different lesion types in various organs (Bone, Kidney, Lymph Nodes,
Lung, Colon, Liver, Pancreas).
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Table 4.2 presents the Dice Scores for different models and lesion types. The Dice
Similarity Coefficient (DSC) is reported for each lesion type. The results show that
the U-Mamba+LION model consistently achieves higher Dice scores across all lesion
types compared to nnUNet and U-Mamba with standard SGD optimizer. The improve-
ments are particularly noticeable in challenging cases such as bone and pancreas lesion
segmentation.

Next, compared to most relevant related works, our model outperforms all algorithms
from the ULS23 challenge. As summarized in Table 4.3, our model achieves a Dice Score
of 0.807 £ 0.109, significantly higher than the first-place winner model, which achieved
a score of 0.708 £ 0.235. This substantial improvement highlights the effectiveness of

our proposed framework in universal lesion segmentation.

Tableau 4.3: Dice Scores from the ULS23 Challenge Leaderboard 2.

Rank Algorithm Dice Score
11 Maiol-UPF team models 0.433 £+ 0.307
10 AIMI_Team6 0.566 + 0.291
9 ULS JHU 0.677 + 0.258
8 One Click Lesion Segmentation 0.690 + 0.272
7 Baseline AIMI Group 12 0.691 + 0.249
6 Finetuning The Official Baseline 0.694 £+ 0.235
5 Universal Lesion Segmentation [ULS23 Baseline] — 0.703 £ 0.240
4 CW nnUnet 0.703 + 0.240
3 DeepMax 0.704 + 0.223
2 Junmas3 0.708 + 0.235
1 Our Model 0.807 + 0.109

the comparative analysis demonstrates that the U-Mamba+LION optimizer signifi-
cantly enhances the performance of lesion segmentation models. The visual and quanti-

tative results confirm that this model is more accurate and reliable for clinical applica-

tions.

2. Source: https://uls23.grand-challenge.org/evaluation/test-phase-leaderboard/
leaderboard/

3. Source: https://uls23.grand-challenge.org/evaluation/test-phase-leaderboard/
leaderboard/
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Conclusion

In this chapter, we have introduced and rigorously evaluated our universal lesion seg-
mentation framework, which incorporates the U-Mamba model with the LION optimizer.
Through extensive experimental studies and comparisons, our model demonstrated su-
perior performance across various lesion types and sizes in thoracic-abdominal computed
tomography scans.

The key contributions of this research include the use of the U-Mamba model, a
robust architecture designed for accurate lesion segmentation. This model incorporates
innovative techniques such as encoder-decoder design and residual blocks. Furthermore,
by optimizing with LION, we established that this optimizer significantly outperforms
the standard SGD optimizer, providing enhanced convergence, more accurate segmen-
tation, and more stable training. To overcome the challenge of limited annotated data,
our model training methodology integrates various CT image datasets, selected from
recent research, each designed for segmenting specific organ lesions. These encompass
bone, liver, pancreas, lung, lymph node, and colon lesions.

To ensure a comprehensive evaluation, we utilized a diverse set of metrics, including
Dice Coefficient, Intersection over Union (IoU), Recall, Precision, Accuracy, and Long
Axis Error (LAE). This provided a multifaceted and clinically relevant assessment of
our model’s performance. Additionally, by leveraging our hardware infrastructure and
meticulous training protocols, we ensured the model’s robustness and computational
efficiency, achieving inference times as low as three seconds per volume.

Our results indicate that the U-Mamba model with LION optimizer not only achieves
higher accuracy and consistency in lesion segmentation but also generalizes well across
different lesion types. This makes it a valuable tool for real-world medical imaging
applications. This framework paves the way for future research and improvements in
automated lesion segmentation, potentially aiding radiologists in clinical decision-making

and enhancing patient outcomes.
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General Conclusion

Medical imaging plays a crucial role in the diagnosis and treatment of various dis-
eases. With the advanced imaging technologies, there has been a significant increase
in the volume of medical scans generated worldwide. Accurate and efficient analysis
of these scans is essential for effective clinical decision-making. Traditional methods of
medical image analysis, which heavily rely on manual annotations by radiologists, are
becoming increasingly impractical due to the volume of data and the inherent limitations
of human capabilities.

Deep learning has emerged as a powerful tool in medical image analysis, offering the
potential to automate and enhance the accuracy of lesion segmentation. Lesion segmen-
tation is a critical task in medical imaging, as it helps in identifying and delineating
pathological regions within the body. Accurate segmentation is particularly important
for the diagnosis and treatment planning of various diseases, including cancer.

In this Master thesis, we have designed and evaluated a universal lesion segmenta-
tion framework that is capable of segmenting multiple types of lesions in the thoracic-
abdominal area. This work has encompassed the design, implementation, and thorough
evaluation of our proposed universal lesion segmentation framework including the use
the U-Mamba, optimized using the LION optimizer. The key contributions and findings

of this research are summarized as follows:

Summary of Contributions

— We proposed a universal lesion segmentation framework that can effectively seg-
ment various types of lesions in thoracic-abdominal CT scans, including bone,
liver, pancreas, lung, lymph node, and colon lesions.

— The U-Mamba model was exploited as robust architecture incorporating innova-
tive techniques such as encoder-decoder design and residual blocks to enhance
segmentation accuracy.

— The LION optimizer was demonstrated to significantly outperform the standard
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SGD optimizer, providing better convergence, more accurate segmentation, and
more stable training for segmentation task.

— A comprehensive evaluation was conducted using a diverse set of metrics, includ-
ing Dice Coefficient, Intersection over Union (IoU), Recall, Precision, Accuracy,
and Long Axis Error (LAE), to assess the model’s performance in a clinically
relevant manner.

— Our model was trained using an integrated dataset from various CT image datasets,
which included annotated data for specific organ lesions, overcoming the challenge
of limited annotated data.

— The U-Mamba model with LION optimizer achieved higher accuracy and con-
sistency in lesion segmentation compared to existing models, as evidenced by its
superior performance in the ULS23 challenge leaderboard.

— The framework demonstrated robust computational efficiency, with inference
times as low as three seconds per volume, making it suitable for real-world clinical

applications.

Future Work

While this research has made significant strides in the field of automated universal

lesion segmentation, there are several areas for future exploration:

— Expanding the Dataset: Incorporating more diverse and extensive datasets
could further enhance the model’s generalizability and robustness, particularly
for rare or less common lesion types.

— Improving Model Architecture: Further refinement of the model architec-
ture, such as incorporating advanced deep learning techniques and exploring other
novel optimizers, could lead to even better segmentation performance.

— Explainability and Interpretability: Enhancing the explainability and inter-
pretability of the segmentation results would help gain trust from clinicians and
improve the overall usability of the model.

— Longitudinal Studies: Conducting longitudinal studies to assess the model’s
performance over time and its impact on patient outcomes would provide valuable

insights into its clinical effectiveness.
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